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We show that the synchronization of chaotic systems can be achieved by using the observer design techniques which are widely used in the control of dynamical systems. We show that local synchronization is possible under relatively mild conditions and global synchronization is possible if the chaotic system can be transformed into a special form. We also give some examples including the Lorenz, the Rössler systems, and Chua’s oscillator which are known to exhibit chaotic behavior, and show that in these systems synchronization by using observers is possible. [S1063-651X(96)10511-0]
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I. INTRODUCTION

The concept of synchronization of chaotic systems may seem somewhat paradoxical since in such systems solutions starting from arbitrary close initial conditions quickly diverge and become uncorrelated. However, recently it has been shown that such synchronization is possible, see e.g., [1–3], and this subject then received a great deal of attention among scientists in many fields [1–9]. One of the motivations for synchronization is the possibility of sending messages through chaotic systems for secure communication [4–6]. Such synchronized systems usually consist of two parts: a generator of chaotic signals (drive system), and a receiver (response system). The response system is usually a duplicate of a part (or the whole) of the drive system. A chaotic signal generated by the drive system may be used as an input in the response system to synchronize the common signals of both systems, see e.g., [2]. After the synchronization, one may add the message to the chaotic signal used for synchronization, and under certain conditions one may recover the message from the signals of the response system [4]. We note that once the chaotic “drive” system is given, most of the synchronization schemes proposed in the literature do not give a systematic procedure to determine the “response” system and the drive signal. Hence most of these schemes depend on the choice of the drive system and could not be easily generalized to an arbitrary chaotic drive system.

A related problem encountered in the systems and control theory is the estimation of the states of a dynamical system by using another system, called an “observer.” The theory of the design of observers, although not fully exploited, is a relatively well-studied branch of system theory and is widely used in the state feedback control of dynamical systems [10–16]. In this paper our aim is to show that this existing theory of observers may naturally be used in the relatively new field of synchronization of chaotic systems. In this approach, once the drive system is given, the response system could be chosen in the observer form, and the drive signal should be chosen accordingly so that the drive system satisfies certain conditions. Under some relatively mild conditions, local or global synchronization of drive and observer systems can be guaranteed. Hence this synchronization scheme offers a systematic procedure, independent of the choice of the drive system. It is our belief that the interaction between these fields may be beneficial for both of the fields.

This paper is organized as follows. In Sec. II we present some basic material for the design of observers and show that local synchronization may be possible under certain conditions, which are not very restrictive. We consider the Lorenz and Rössler systems and show that for these systems local synchronization may be possible by using the observers. We also show that some of the existing schemes for synchronization (e.g., [2,3]) are related to the observer based synchronization. We also show that the proposed synchronization scheme is robust with respect to measurement noise. In Sec. III we consider a special form called the Brunovsky canonical form and by using the result of [12] show that if the chaotic system can be transformed into this form, global synchronization is possible. We also show that some of the chaotic systems (e.g., the Rössler system and Chua’s oscillator) can be transformed into this form. In Sec. IV we present some numerical simulation results and finally, in Sec. V, we give some concluding remarks.

II. FULL ORDER OBSERVER

We begin with the definition of observability for a linear system, which plays an important role in modern control theory. Consider the following linear system:

\[ \dot{u} = Au, \quad y = Cu, \]  

where \( A \in \mathbb{R}^{n \times n} \), \( C \in \mathbb{R}^{m \times n} \) are constant matrices, \( y \) is called the “output” of the system. The problem of observability is related to the computation of initial condition \( u(0) \in \mathbb{R}^n \) by only observing the output \( y(t) \) over an interval of time.

Definition: (Observability) Consider the system described by (1). Two states \( u_0 \) and \( u_1 \) are said to be distinguishable if \( y(t,u_0) \neq y(t,u_1) \) for some \( t \geq 0 \), where \( y(t,u) = Ce^{Au}u_0 \), is the output \( y(t) \) corresponding to the initial condition \( u(0) = u_i, \quad i = 1,2. \) The system given by (1) (or, in short, the pair \((C,A)\)) is said to be observable if all distinct states are distinguishable (see, e.g., [14,13,15]).

We next state the following well-known fact.
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Theorem 1: Consider the system given by (1). Then the following are equivalent:

(i) The pair \((C, A)\) is observable.

(ii) The following rank condition is satisfied:

\[
\text{rank} \begin{pmatrix} C \\ CA \\ \vdots \\ CA^{n-1} \end{pmatrix} = n. \tag{2}
\]

(iii) The following rank condition is satisfied:

\[
\text{rank} \left( \frac{\lambda I - A}{C} \right) = n, \quad \forall \lambda \in \mathbb{C}. \tag{3}
\]

(iv) For any polynomial \( p(\lambda) = \lambda^n + a_1 \lambda^{n-1} + \cdots + a_n \in \mathbb{R} [\lambda], \) where \( a_i \in \mathbb{R}, \ i = 1, 2, \ldots, n \), there exists a constant matrix \( K \in \mathbb{R}^{m \times m} \) such that \( \det(\lambda I - A + KC) = p(\lambda) \).

Proof: See e.g., [13], p. 80, p. 136, and [15], p. 61.

Theorem 1: Consider the system given by (1). Then the following error equation:

\[
\dot{\varepsilon} = (A - KC) \varepsilon + g(u) - g(\hat{u}). \tag{8}
\]

Now let the symmetric and positive definite matrices \( P \) and \( Q \) satisfy (6). By using the Lyapunov function \( V = e^T Pe \), it can be shown that if

\[
L < \frac{\lambda_{\min}(Q)}{2\lambda_{\max}(P)}. \tag{9}
\]

then we have the following:

\[
\|e(t)\| \leq M e^{-\alpha t}\|e(0)\|, \tag{10}
\]

where

\[
M = \left[ \frac{\lambda_{\max}(P)}{\lambda_{\min}(P)} \right]^{1/2}, \quad \alpha = \frac{\lambda_{\min}(Q)}{2\lambda_{\max}(P)} - L > 0,
\]

and \( \lambda_{\max}(T), \lambda_{\min}(T) \) denote the maximum and minimum eigenvalues of a symmetric matrix \( T \), respectively. For details, see [10], and for a survey on observer theory, see [11].
The observer design technique given above assumes that an output \( y(\cdot) \) which is transmitted to the observer is available, see (4) and (7). However, in chaotic systems such an output is not given \textit{a priori} and has to be chosen as a part of the observer design procedure. In view of the observer theory given above, obviously one should choose the output as in (4) so that the pair \((C, A)\) is observable. (The observability condition may be changed to a “detectability” condition, which is weaker than observability. See Remark 3 and the Example 1 below). Moreover, for practical considerations, the dimension \( m \) should be as low as possible, since \( y(t) \in \mathbb{R}^m \) is the signal transmitted to the observer. Case \( m=1 \) is possible under certain conditions, which are given below.

Note that a matrix \( A \in \mathbb{R}^{n \times n} \) is called cyclic if in its Jordan canonical form, for each eigenvalue of \( A \) there exists one and only one Jordan block. This guarantees that \( \text{rank}(\lambda I - A) = n - 1 \) for any eigenvalue \( \lambda_i \) of \( A \).

**Lemma 2:** Let \( A \in \mathbb{R}^{n \times n} \) be given. Then there exists a vector \( C^T \in \mathbb{R}^n \) such that \((C, A)\) is observable if and only if \( A \) is cyclic.

**Proof:** This could easily be proven by using (3). Moreover, let \( \lambda_1, \ldots, \lambda_n \) be the eigenvalues and \( v_1, \ldots, v_n \) be the corresponding eigenvectors of \( A \). Then for any vector \( C^T \in \mathbb{R}^n \) which satisfies \( Cv_i \neq 0 \), \( i = 1, 2, \ldots, n \), the pair \((C, A)\) is observable [13].

**Remark 2:** The requirement that \( A \in \mathbb{R}^{n \times n} \) be cyclic may seem a stringent condition. This condition is satisfied if all eigenvalues of \( A \) are distinct, and in the examples given below this condition is satisfied. Moreover, in most chaotic systems, the equations depend on certain parameters, and chaotic behavior is observed when these parameters are in certain ranges. In most cases the eigenvalues depend continuously on these parameters; hence one may choose these parameters accordingly so that the system exhibits chaotic behavior and the matrix \( A \) has distinct eigenvalues. Then, by using Lemma 2, one may find a vector \( C^T \in \mathbb{R}^n \) so that the pair \((C, A)\) is observable.

**Remark 3:** For a given pair \((C, A)\), whether the observer given by (7) satisfies (10) and Lemma 2 depends on whether the matrix \( A_c = A - KC \) is stable or not. For observable pairs, by Theorem 1 there always exists a matrix \( K \) such that \( A_c \) is stable. For some pairs \((C, A)\) there may exist a matrix \( K \) such that \( A_c \) is stable, even if the pair is not observable. Such pairs are called “detectable,” and for such pairs the observer given by (7) could still be used [15].

**Example 1:** (Lorenz system) Consider the Lorenz system given below

\[
\begin{align*}
\dot{x}_1 &= \sigma(x_2 - x_1), \\
\dot{x}_2 &= -x_1 x_3 + rx_1 - x_2, \\
\dot{x}_3 &= x_1 x_2 - bx_3.
\end{align*}
\]

The parameters \( \sigma > 0 \), \( r > 0 \) and \( b > 0 \) are chosen so that the system exhibits chaotic behavior [2].

We may write (13) in the form given by (4) where \( u = (x_1 \ x_2 \ x_3)^T \).

Taking \( A = \begin{pmatrix} -\sigma & \sigma & 0 \\ r & -1 & 0 \\ 0 & 0 & -b \end{pmatrix} \), \( g(u) = \begin{pmatrix} -x_1 x_3 \\ 0 \\ x_1 x_2 \end{pmatrix} \).

\[
A = \begin{pmatrix} -\sigma & \sigma & 0 \\ r & -1 & 0 \\ 0 & 0 & -b \end{pmatrix}, \quad g(u) = \begin{pmatrix} -x_1 x_3 \\ 0 \\ x_1 x_2 \end{pmatrix}.
\]

It follows easily that the selection of \( y = c_1 x_1 + c_2 x_3 \) [i.e., \( C = (c_1 \ c_2) \)], or \( y = x_1 + c_2 x_3 \) [i.e., \( C = (c_1 \ c_2) \)] yields the pair \((C, A)\) observable for almost all values of \( c_1 \) and \( c_2 \), provided that \( |c_1| \neq 0, |c_2| \neq 0 \). For actual values, (2) should be checked. For \( C = (c_1 \ c_2 \ 0) \) the pair \((C, A)\) is not observable but detectable, i.e., one can easily find matrices of the form \( K = (k_1 \ k_2)^T \) such that \( A - KC \) is stable. In particular, the selection of \( y = x_1 \) [i.e., \( C = (1 \ 0 \ 0) \)], or \( y = x_2 \), [i.e., \( C = (0 \ 1 \ 0) \)] makes the pair \((C, A)\) detectable, hence by an appropriate choice of \( K \), one may obtain a stable matrix \( A - KC \) and use the observer given by (7) for synchronization of chaos.

At this point we compare the observer given by (7) with some synchronization schemes proposed in [2] and [3]. Consider the following system:

\[
\begin{align*}
\dot{x}_1 &= \sigma(\dot{x}_2 - \dot{x}_1), \\
\dot{x}_2 &= -x_1 \dot{x}_3 + r x_1 - \dot{x}_2, \\
\dot{x}_3 &= x_1 \dot{x}_2 - b\dot{x}_3.
\end{align*}
\]

In [2], (16) and (17) are called the response system and in [3], (15)–(17) are called the response system, for the drive system given by (13). Note that here \( x_1 \) is used as the drive signal, hence according to our observer design technique, the output of (13) is \( y = x_1 \). By using the Lyapunov theory, it can be shown that \( \lim_{t \to \infty} ||u(t) - \hat{u}(t)|| = 0 \), where \( u = (x_1 \ x_2 \ x_3)^T \) and \( \hat{u} = (\dot{x}_1 \ \dot{x}_2 \ \dot{x}_3)^T \), see [2,3]. Note that (15)–(17) could be written in the form

\[
\dot{u} = A\hat{u} + g(\hat{u}) + KC(u - \hat{u}) + F(\hat{u})C(u - \hat{u}),
\]

where \( A \) and \( g \) are given in (14), \( K = (0 \ r \ 0)^T \), \( C = (1 \ 0 \ 0) \) and \( F(\hat{u}) = (0 -\dot{x}_3 \ \dot{x}_2)^T \). Note that \( A - KC \) is a stable matrix with this choice. Hence, the response system given by (15)–(17), and hence (18), is similar to the observer given by (7) except for the last term in (18). Without this term Lemma 1 guarantees the local convergence of the error. However, due to the special structure of this term, now we can prove global (exponential) convergence of the error. Due to the special structure of this term, the error equation now becomes

\[
\dot{e} = (A - KC)e + S(t)e,
\]

where

\[
A_c = A - KC = \begin{pmatrix} -\sigma & \sigma & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -b \end{pmatrix},
\]

\[
S(t) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -x_1(t) \\ 0 & x_1(t) & 0 \end{pmatrix}.
\]

Note that \( A_c \) is a stable matrix, hence the Lyapunov equation (6) has a symmetric positive definite solution \( P \). In particu-
lar, $P = \text{diag}(\gamma, \beta, \beta)$ is a solution, provided that $\gamma > 0$, $\beta > 0$ and $4\beta > \gamma \rho$, where $\text{diag}$ denotes a diagonal matrix with the specified entries at its diagonal. Note that with this choice, we have $PS(t) = S(t)P$. Hence, by using Lyapunov function $V = e^T P e$, differentiating along the error equation (19), we obtain $V = -e^T Q e$, where $Q$ is given by (6). Therefore (10) is valid for all $e(0) \in \mathbb{R}^3$, where

$$\alpha = \frac{\lambda_{\min}(Q)}{2\lambda_{\max}(P)}. \tag{13}$$

For the synchronization of Lorenz system, the following response system has also been proposed by [2,3,7]:

$$\dot{\hat{x}}_1 = \sigma(x_2 - \hat{x}_1),$$
$$\dot{\hat{x}}_2 = -\hat{x}_1 \hat{x}_3 + r \hat{x}_1 - \hat{x}_2,$$
$$\dot{\hat{x}}_3 = \hat{x}_1 x_2 - b \hat{x}_3. \tag{20}$$

Note that here $x_2$ is used as the drive signal, hence according to our observer design technique, the output of (13) is $\hat{y} = x_2$. It could be shown that for this response system, synchronization is achieved. Note that (20) could be written in the form of (18), where $A$ and $g$ are as given by (14), $K = (\sigma \ 0 \ 0)^T$, $C = (0 \ 1 \ 0)$, and $F(\hat{u}) = (0 \ 0 \ \hat{x}_1)$. Hence, the response system given by (20) and hence (18), is similar to the observer given by (7) except for the last term in (18). Without this term, Lemma 1 may guarantee the local convergence of the error. With this term, the Lemma 1 is still valid if $|\dot{x}_1(t)| < M_1$ for some $M_1 > 0$, provided that in (9), the left hand side is replaced by $L + M_1$. However, due to the form of $F(\cdot)$, we can show that (10) is satisfied for some $M > 0$ and $\alpha > 0$ provided that the solutions of (13) are bounded. To see that, define $e = (e_1 \ e_2 \ e_3)^T$. Then, from (18) it follows that $e_1(t) = e^{-\alpha t} e_1(0)$, and by using this first in the equation for $e_2$, and then in the equation for $e_3$, we obtain exponential decay for all error components, provided that $x_1(t)$, $x_2(t)$, and $x_3(t)$ are bounded. Since the Lorenz system exhibits chaotic behavior for the selected set of parameters, its solutions which are of interest to us are bounded; hence this condition is satisfied.

**Example 2:** (Rössler system) Consider the Rössler system given below:

$$\dot{x}_1 = x_2 + ax_1,$$
$$\dot{x}_2 = -x_1 - x_3,$$
$$\dot{x}_3 = -x_2 + x_3,$$ \tag{22}

where the parameters $a > 0$, $b > 0$ and $c > 0$ are chosen so that the system exhibits chaotic motion, see [2]. This system may be written in the form given by (4) where $u = (x_1 \ x_2 \ x_3)^T$.

$$A = \begin{pmatrix}
a & 1 & 0 \\
-1 & 0 & -1 \\
0 & 0 & -c
\end{pmatrix}, \quad g(u) = \begin{pmatrix}
0 \\
0 \\
b + x_2 x_3
\end{pmatrix}. \tag{23}$$

It can easily be shown that the selection of $y = c_1 x_1 + c_2 x_2 + c_3 x_3$ [i.e., $C = (c_1 \ c_2 \ c_3)$] yields the pair $(C, A)$ observable for almost all $c_1$, $c_2$, and $c_3$, provided that $|c_1| + |c_2| \neq 0$. For actual values, (2) should be checked. In particular, with the selection of $y = x_1$ or $y = x_2$, the corresponding pairs $(C, A)$ are observable; hence by choosing the feedback matrix $K$ appropriately, the observer given by (7) may achieve local synchronization. Note that with the selection of $y = x_3$, the corresponding pair $(C, A)$ is not even detectable; hence the observer given by (7) could not be used for synchronization for this output.

In the rest of this section we show that the observer given by (7) is robust with respect to measurement noise, i.e., the synchronization error remains bounded for bounded noise. To show this, we assume that the measured output $y$, which is used for synchronization in the observer, is corrupted with noise $n(t)$, hence in (4) we have $y = Cu + n$. Then the error equation (8) becomes

$$\dot{e} = A_c e + g(u) - g(\hat{u}) - Kn(t), \tag{24}$$

where $A_c = A - KC$ is a stable matrix. We assume that the noise $n(t)$ is bounded by some $n_M > 0$, i.e., $\|n(t)\| \leq n_M \forall t \geq 0$, but arbitrary otherwise. Then the solution of (24) can be written as:

$$e(t) = e^{A_c t} e(0) + \int_0^t e^{A_c (t-\tau)} [g(u(\tau)) - g(\hat{u}(\tau))] d\tau$$
$$- \int_0^t e^{A_c (t-\tau)} Kn(\tau) d\tau. \tag{25}$$

Since $A_c$ is a stable matrix, it follows that the following is satisfied for some $M > 0$ and $\delta > 0$:

$$\|e^{A_c t}\| \leq M e^{-\delta t}. \tag{26}$$

By using (26) and (5) in (25) and after some simple integration and multiplication by $e^{\delta t}$ we obtain:

$$\|e^{\delta t} e(t)\| \leq M \|e(0)\| + \frac{M |K| n_M}{\delta} (e^{\delta t} - 1) + \int_0^t ML \|e^{\delta \tau}e(\tau)\| d\tau. \tag{27}$$

Now by using a generalized form of the Bellman-Gronwall inequality, see e.g., [16, p. 476] and after some simple integration and algebra we obtain:

$$\|e(t)\| \leq A_1 n_M + A_2 e^{-\delta t} + A_3 e^{-\delta - ML t}, \tag{28}$$

for some constants $A_1$, $A_2$, and $A_3$, where, in particular, we have

$$A_1 = \frac{M |K| (\delta - ML + 1)}{\delta (\delta - ML)}. \tag{29}$$

Now let us assume that the Lipschitz constant $L$ is sufficiently small so that $\delta - ML > 0$, [cf. (9)]. Then it follows from (28) that the synchronization error is also bounded, which implies the stability of the proposed synchronization scheme in the presence of measurement noise. Moreover, asymptotically we have $\|e(t)\| \leq A_1 n_M$. Since $A_1$ is independent of $n_M$, it follows that the smaller the bound $n_M$, the
smaller the synchronization error and in the limit \( n_M \to 0 \), the synchronization error also asymptotically decays to zero. Hence, we may state that the proposed synchronization scheme is also efficient in this sense in the presence of noise. On the other hand, if the Lipschitz constant \( L \) is sufficiently small but (11) holds, then a similar result holds locally; i.e., if \( \| e(0) \| \) and \( \| u(t) \| \) are sufficiently small, cf. Lemma 1. The proof of this fact is similar to that of Lemma 1 and is omitted here.

III. BRUNOWSKY CANONICAL FORM

In some cases, the local convergence result of the Lemma 1 could be extended to global convergence result, provided that the chaotic system given by (4) has a special form. Assume that the system is in the form (4) with

\[
A = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
& & & \ddots & 0 \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix}, \quad g(u) = \begin{pmatrix}
f(u) \\
f(u) \\
\vdots \\
f(u) \\
f(u)
\end{pmatrix}, \quad C = (1 \ 0 \ \cdots \ 0),
\]

where \( f: \mathbb{R}^n \to \mathbb{R} \) is a differentiable function and that \( g \) satisfies the Lipschitz property given by (5). The form given by (29) is called the Brunowsky canonical form, and is frequently used in the control of nonlinear systems [12,14]. Since the pair \((C, A)\) is observable and \( g \) is Lipschitz, the observer given by (7) could be used for local convergence of error, provided that (9) is satisfied. However, it was shown in [12] that for any \( L > 0 \), one can find a feedback matrix \( K \), such that (10) is satisfied when the system is in Brunowsky canonical form. Obviously this result still works if the system can be transformed into Brunowsky canonical form by means of a diffeomorphic coordinate transformation. The details can be found in [12]. Here we give a procedure to select the desired \( K \) different than the one considered in [12].

For the design of the observer, choose \( \lambda_1 < 0 \) and \( \lambda_2 = \gamma \lambda_1, \lambda_3 = \gamma^2 \lambda_1, \ldots, \lambda_n = \gamma^{n-1} \lambda_1 \), where \( \gamma > 1 \). Consider the following Vandermonde matrix:

\[
V = \begin{pmatrix}
\lambda_1^{-1} & \lambda_2^{-2} & \cdots & 1 \\
\lambda_2^{-1} & \lambda_2^{-2} & \cdots & 1 \\
\vdots & & & \ddots \\
\lambda_n^{-1} & \lambda_n^{-2} & \cdots & 1
\end{pmatrix}.
\]

It can easily be shown that the feedback matrix \( K = (k_1 \ k_2 \ \cdots \ k_n)^T \) can be appropriately chosen so that

\[
A_c = A - KC = V^{-1} AV
\]

is satisfied, where \( A = \text{diag} \ (\lambda_1, \lambda_2, \ldots, \lambda_n) \). Now consider the error equation given by (8), whose solution can be written as follows:

\[
e(t) = V^{-1} e^{\lambda t} V e(0) + V^{-1} \times \int_0^t e^{\lambda(t-\tau)} V B [f(u(\tau)) - f(\hat{u}(\tau))] d\tau,
\]

where \( B = (0 \ 0 \ \ldots \ 1)^T \) and

\[
e^{\lambda t} = \text{diag}(e^{\lambda_1 t}, e^{\lambda_2 t}, \ldots, e^{\lambda_n t}),
\]

By taking the max norm \( \| \cdot \|_\infty \) (see e.g., [14]), we obtain

\[
\| e(t) \|_\infty \leq \| V^{-1} \|_\infty \| V \|_\infty e^{\lambda_1 t} \| e(0) \|_\infty + \| V^{-1} \|_\infty \int_0^t e^{\lambda(t-\tau)} L \| e(\tau) \|_\infty d\tau,
\]

where we now assumed that (5) is satisfied with the max norm. Note that since in \( \mathbb{R}^n \) all norms are equivalent, this only affects the Lipschitz constant \( L > 0 \). Also, in (33), we used the matrix norm induced by the max norm. By multiplying both sides of (33) by \( e^{-\lambda_1 t} \), using the Bellman-Gronwall Lemma, see e.g., [14], we obtain

\[
\| e(t) \|_\infty \leq \| V^{-1} \|_\infty \| V \|_\infty e^{(\lambda_1 + L) t} \| e(0) \|_\infty.
\]

Now simple calculation shows that \( \| V^{-1} \|_\infty = G(\gamma) \) for some rational function \( G(\cdot) \), provided that \( \gamma \) and \( |\lambda_1| \) are sufficiently large. Obviously once \( \gamma > 1 \) is chosen sufficiently large, then for any \( \alpha > 0 \) and \( L > 0 \), one can choose \( \lambda_1 \) so that \( \lambda_1 + L \| V^{-1} \|_\infty = -\alpha \). Hence, (10) is satisfied with \( M = \| V^{-1} \|_\infty \| V \|_\infty \) and \( \alpha \) given by the inequality stated above.

Note that some chaotic systems are already in the form given by (4) and (29) [17,18]; hence, the theory presented above can be directly applied for such systems. Some systems may be transformed into this form by a coordinate transformation \( z = T(u) \), where \( T: \mathbb{R}^n \to \mathbb{R}^n \) is a diffeomorphism. The details of finding such a transformation may be found in [12]. Here we emphasize that for some systems this transformation may be linear, i.e., \( T(u) = Tu \) for some invertible matrix \( T \in \mathbb{R}^{n \times n} \), hence the required transformation is quite simple. Now assume that the matrix \( A \) given in (4) is in the following form:

\[
A = \begin{pmatrix}
\ast & \alpha_1 & 0 & 0 & \cdots & 0 \\
\ast & \ast & \alpha_2 & 0 & \cdots & 0 \\
\ast & \ast & \ast & \ddots & \ddots & \ast \\
\ast & \ast & \ast & \ast & \ddots & \ast \\
\ast & \ast & \ast & \ast & \ast & \ddots \\
\ast & \ast & \ast & \ast & \ast & \ast
\end{pmatrix},
\]

where the entries given by the asterisk are arbitrary, and \( \alpha_i \neq 0 \) for \( i = 1, 2, \ldots, n-1 \). We also assume that \( g \) has the form given in (29). Under these conditions there exists a
linear and invertible transformation $T \in \mathbb{R}^{n \times n}$ such that after the transformation $z = Tu$, the transformed variables the system is given in the form (4) and (29). We note that in this case the required transformation has the form:

$$
T = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
\ast & \alpha_1 & 0 & \cdots & 0 \\
\ast & \ast & \alpha_1\alpha_2 & \cdots & 0 \\
\vdots & & & & \ddots \\
\ast & \ast & \ast & \ast & \ast \alpha_1\alpha_2 \cdots \alpha_{n-1}
\end{pmatrix},
$$

hence is always invertible.

**Example 2: (revisited)*** Consider the Rössler system given by (22). Note that $A$ given by (23) is in the form given by (35). By choosing the transformation

$$
z_1 = x_1,
$$

$$
z_2 = ax_1 + x_2,
$$

$$
z_3 = (a^2 - 1)x_1 + ax_2 - x_3,
$$

the Rössler system can be transformed into the form given by (4) and (29), where

$$
f(z) = -cz_1 + (ca - 1)z_2 + (a - c)z_3 - az_1^2 - az_2^2 + (a^2 - 1)z_1z_2 - az_1z_3 + z_2z_3 - b.
$$

Since the function $f$ given above is differentiable, it follows that the Lipschitz condition (5) is satisfied in any compact region. Since the Rössler system exhibits chaotic behavior for certain values of the parameters $a, b, c$, these chaotic solutions are bounded by a compact region, and in this region (5) is satisfied for some $L > 0$. An estimate of $L$ can be found by using $\|Df(z)\|$, see Lemma 1. Hence by using the technique presented above, an observer for which the synchronization error satisfies (10) can be designed.

**Example 3: (Chua’s oscillator)*** We consider the well-known Chua oscillator which is given in Fig. 1. This circuit is well studied and is known to exhibit many forms of chaotic behavior, see [19,20], and the references therein. The state equations for this circuit are given as

$$
\dot{x}_1 = - \frac{R_0}{L} x_1 - \frac{1}{L} x_2,
$$

$$
\dot{x}_2 = \frac{1}{C_2} x_1 - \frac{G}{C_2} x_2 + \frac{G}{C_2} x_3,
$$

$$
\dot{x}_3 = - \frac{G}{C_1} x_2 - \frac{G}{C_1} x_3 - \frac{1}{C_1} f(x_3),
$$

where $x_1 = i_3, x_2 = v_2, x_3 = v_1, G = 1/R$. The nonlinear resistor $N_R$ is given by the characteristics $i_R = f(v_R)$ where the nonlinear function $f: \mathbb{R} \rightarrow \mathbb{R}$ is a three segment piecewise linear function given as, (note that $v_R = x_3$), $f(x_3) = G_2 x_3 + 0.5(G_1 - G_2)(|x_3 + E| - |x_3 - E|)$ and $G_1 < 0$, $G_2 < 0, E > 0$ are some constants, for details see, e.g., [20]. Equations (37) are in the form given by (4), where $g(u) = - (0.01)^T (1/C_3) f(x_3)$. Note that $g$ is also in the form given by (29) and satisfies (5) globally; in fact $L = (1/C_3) \max\{|G_1|, |G_2|\}$. Since matrix $A$ for system (37) has the form given in (35), then by a linear transformation $z = Tu$, (37) can be transformed into the form given by (4) and (29). Here $y = x_1$ should be chosen as output. Since $g$ satisfies (5) globally, by using the technique given above, the synchronization can be achieved globally, i.e., (10) holds for any initial error $e(0)$.

**IV. SIMULATION RESULTS**

In the first simulation example, we considered the Lorenz system given by (13) and the observer given by (7). For Lorenz system, we chose the parameters as $\sigma = 10, r = 28$ and $b = 8/3$. For the observer given by (7), we used (14). For the feedback matrix, we chose $K = (-11/3, 253/9) \mathbb{T}$ and the output is chosen as $y = x_1$, i.e., $C = (1 \ 0 \ 0)$. Note that with this choice, $A - KC$ is a stable matrix. Initial conditions are chosen as $x_1(0) = 5, x_3(0) = -4, x_3(0) = 5, x_1(0) = -3, x_3(0) = 4, x_3(0) = -2$, and the resulting simulation results are given in Fig. 2. Note that although this observer may guarantee only local synchronization, in all our simulations we observed convergence. In this particular example we have $\|e(0)\| = 13.3$, which is not particularly small.

In the second simulation example, we considered the Rössler system given by (22) and the observer given by (7). For Rössler system, we chose the parameters as $a = 0.2, b = 0.2$, and $c = 5$. For the observer given by (7), we used (23). For the feedback matrix, we chose $K = (315/2, 2^{6}) \mathbb{T}$ and the output is chosen as $y = x_1$, i.e., $C = (1 \ 0 \ 0)$. Note that with this choice, $A - KC$ is a stable matrix. Initial conditions are chosen as $x_1(0) = 5, x_3(0) = -5, x_3(0) = -4, x_3(0) = -5, x_3(0) = 4, x_3(0) = 0$, and the resulting simulation results are given in Fig. 3. Note that although this observer also guarantees only local synchronization, as in the Lorenz system, in all our simulations we observed convergence. In this particular example we have $\|e(0)\| = 16.2$, which is not particularly small.

In the third simulation, we considered Chua’s oscillator given in Fig. 1. In the simulations we chose $R_0 = 0$, which
does not affect the chaotic behavior, but simplifies Eqs. (34), [20]. For actual values of the parameters to observe chaotic behavior, see [19,20]. For these actual values, the parameters in (34) may be too large, especially the Lipschitz constant in (5) may be in the range of $10^6$, which causes problems in determining the observer. To overcome this difficulty, we first scaled the time and used $\tau=(G/C_2)t$ as the new independent variable and also scaled the variable $x_1$ by $1/G$. After these changes, (34) now becomes

$$\dot{x}_1 = -\beta x_2,$$

$$\dot{x}_2 = x_1 - x_2 + x_3,$$

$$\dot{x}_3 = \alpha x_2 - \alpha x_3 - \frac{\alpha}{G} f(x_3),$$

where $\alpha=(C_2/C_1)$ and $\beta=(C_2/LG^2)$. Following [21], we choose the parameters as $G_1=-0.8$, $G_2=-0.5$, $\alpha=8$, $\beta=11$, $E=1$, and $G=0.7$. As is shown in [21], with these parameters, the equations given above exhibit a double scroll type chaotic behavior, see [20]. For the feedback matrix, we chose

$$K=(121 -2800/11 -4512/11)^T$$

and the output is chosen as $y=x_1$, i.e., $C=(1 \ 0 \ 0)$. Note that with this choice, $A-KC$ is a stable matrix. Note that here we used the procedure given in Sec. III, in particular, we chose $\lambda_1=-10$, $\lambda_2=-30$, $\lambda_3=-90$ in the Vandermonde matrix given by (30) and $K$ is determined by (31). Initial conditions are chosen as $x_1(0)=0.1$, $x_2(0)=0.1$, $x_3(0)=0.1$, $\dot{x}_1(0)=2$, $\dot{x}_2(0)=2$, and the resulting simulation results are given in Fig. 4. Note that in this case, according to the theory presented in Sec. III, global convergence is guaranteed. We also note that in Fig. 4 the horizontal axis denote the scaled time $\tau$. Since $\tau=(G/C_2)t$, and in the Chua's oscillator the capacitors are normally chosen in nanofarad range, see [19,20]; Fig. 4 shows that convergence is achieved in nanoseconds range.

In the last simulation we again considered the Rössler system given by (22) and the observer given by (7). This time we assumed that the measurement is corrupted by a noise, i.e., in (7) we assumed that $y=x_1(t)+n(t)$. The noise $n(t)$, which is generated by computer, is uniformly distributed and zero mean noise and its magnitude is bounded by $10^{-4}$, i.e., $n_M=10^{-4}$ in (28). The system parameters, initial conditions, and the feedback gain $K$ are selected as in the

![FIG. 2. Drive and observer states for the Lorenz system. For $i=1, 2, 3$, $x_i$ and $\dot{x}_i$ denote the drive and the observer states, respectively.](image1)

![FIG. 3. Drive and observer states for the Rössler system. For $i=1, 2, 3$, $x_i$ and $\dot{x}_i$ denote the drive and the observer states, respectively.](image2)
second simulation given above. The simulation results are
given in Fig. 5. As can be seen from Fig. 5, the effect of
the noise in the synchronization is considerably small.

V. CONCLUSIONS

Most of the synchronized chaotic systems proposed in the
literature consist of two parts: a drive system which gener-
ates the chaotic signals, and a response system. Some signals
called drive signals are generated by the drive system and are
used in the response system to synchronize the common sig-
nals of both systems. In most of the cases, once the drive
system is given, the determination of the response system
and the drive signals are not systematic and one scheme pro-
posed for a particular drive system could not be easily gen-
eralized to an arbitrary chaotic drive system.

In this paper we considered the observer based synchron-
ization of chaotic systems. Observers are widely used in
systems and control theory to estimate the states of a given
system; hence they may naturally be used in the synchroni-
ization of chaotic systems. In this approach, once the chaotic
drive system is given in a form [see (4)], then the response
system could be chosen as an observer, [see (7)], provided
that the output corresponding to the selected drive signal
satisfies some conditions (i.e., observability or detectability,
see Theorem 1, Remark 3). These conditions are not very
restrictive and are satisfied by most of the chaotic systems,
(see Lemma 2, Remark 2). Then we stated a general result on
the local synchronization of the drive system and the ob-
server (see Lemma 1). We showed that the proposed scheme
is robust with respect to measurement noise under certain
conditions. We also stated a global convergence result, pro-
vided that the system could be transformed into a special
form. We also showed that some of the existing schemes for
the synchronization of chaos are related to the observer
based synchronization proposed in this paper. We also pre-
sented some numerical simulation results for the Lorenz,
Rössler systems, and Chua’s oscillator, which are known to
exhibit many forms of chaotic behavior.

We note that the form of the observer given in this paper
is not the only possible form. There are many observer de-
sign techniques and some of them may give better results in
the synchronization of chaotic systems. This point requires
further research and the results will be presented elsewhere.