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Introduction I

Information theoretic analysis of communication systems

e Provides a benchmark for system performance — fundamémid |

— E.g., “how close are we to channel capacity achievable bysahgme?”

e Gives direction to future research
— It tells you what could still be achieved.
— It suggests new ways to push your limits
x E.g., use of multiple antennas, user cooperation, etc.
e Though strictly theoretical, gives insight to practica@lithms and applications

— E.g., how to do encoding, decoding, resource allocatiomlinme access, etc.
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— Any rateR < C can be transmitted reliably (i.e., with arbitrarily low [ability of error).
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Gaussian Channe'
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Y[i]=X[i]+N[], i=1,..N (1)

For Gaussian channels with signal poweaind noise variance?, the capacity is given by

1 P
C= I 1+ —
Sloa(1+5)
To achieve capacity, the codewoxd is taken from a codebook generated randomly,
— Each symbol in the sequenX@ is i.i.d Gaussian, i.eX ~ 2 (0, P).
The capacity is achieved as the codeword lemgth co

Decoding is performed based on jointly typical sequences.



Multiple Access Channeli
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e Multiple sources convey independent messages to the samigae

— E.g., uplink of a cellular system, all mobiles send data &lihse station.

e The rates achievable by users is worse than their singlgpgstarmance due to interference.



Capacity Region of the Gaussian MAH

1 Py
\ R1<§Iog(1+?>

1 P>
Ry < 5 log (1+ ?>

1 P14+ P
Ri+Ry< =log| 1
1+ 2<2 g( + o2 )

Region of achievable rates rather than a single rate value.
The capacity region is a pentagon
The rate of a user can be increased up to its single user imakpense of rate of other user.

Corners of the boundary can be achieved by successive agcodi



Fading Level

Fading'

Change in Channel State as a Function of Time Distribution of the States Assumed By the Channel
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Fading:random fluctuations in the channel.
Known statistics and the realization of the fadiagopportunistic resource allocation.

Power control
— Quality of service based (instantaneous requirements)

— Capacity based (long term requirements)
We are interested in long term capacities of systems withegespower constraints.
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Single User Channel (Goldsmith-Varaiya 1994'

e Channel capacity for single user
_ - P
C= 5 log (1+ ?)
e In the presence of fading, for a fixed channel state
y=+/p(h)hx+n

C(h) = %Iog (1+ pg'z)h)

e Maximize the ergodic capacity, given an average power caimst

p(h)h)]
max Epl|log| 1+
" [ g( 02

st. En[p(h)]<p,  p(h)=>0




Single User Channel Solution-WaterfiIIingI

e Optimal power allocationwaterfilling of power over time

o= (2-7)

llustration of Waterfilling Over Inverse of the Channel States Single User Optimum Power Allocation vs Fading States
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e More power to better channel states; no power to very poanrusisstates
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Multiuser Scalar Gaussian Channel (Knopp-Humblet 1995'

The received signal
K
y= Z\/ pi(h)hix +n
i=

Region of achievable rates instead of a single capacity.

Maximize ergodicsum capacitygiven average power constraints
max E 1Iog 1+02 S hipi (h)
A N
{m(h)) 2 i; -
st. En[pi(M)]<p, pi(h)>0, i=1--K
Optimal power allocation: single user waterfilling on digjssets of channel states

1 g2 + ) .
p(h) = (A_k_h_k) , If he/Ae>hj /A, Vj#k
0, otherwise

Only the strongest user transmits at any given time. More dme user transmit w.p. O.
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Optimum Power Allocation: Scalar Multiuser Channel I

Power Distribution of User 1 Power Distribution of User 2
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Capacity Region of Fading Scalar MAC with CSI (Hanly-Tse 98!

e Union of rate regions (polymatroids) achievable by all@gdower control policies.

g {R: ZR; < Ep [%Iog <1+022hi pi(h)>] , VI c{1,-- ,K}}
{p(h): En[pi(h)]<pi, Vi} IS i€

Ro
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Properties of the Capacity Regio:'
R
\(RZ,R*Z)

*
Hq{Ry+HyRy=C

Rq

e The power control policy that corresponds to the rate (RijrR5) can be found by
maximizing Ry + oRo subject to the average power constraints, for spmes.

e Any (Rj,R5) on the curved portion of the boundary is a corner of one of teggons.
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Optimum Power aIIocationI

e Can be obtained by a greedy algorithm [Hanly-Tse 98], or lnygugeneralized iterative
waterfilling [Kaya-Ulukus 2006].

e Has a simultaneous waterfilling nature.
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User Cooperation'

Yo = h1oX1 + hooXo + g
Receiver Yl — h21X2 _|_ nl

Yo = h1oX1+np

Interferenceas information
Some versions of all transmitted signals are received hbyaales.

User cooperation: exploit overheard information to joiritesign encoding, transmit,
routing policies.

Building block towards the analysis of larger networks.
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Motivation
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Motivation
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Optimum Power Allocation for the Two User Cooperative MACI

Yo = h10X1 + hooXo + g
Receiver Yl — h21X2 + nl

Yo = h1oX1+np

e Joint work with Sennur Ulukus
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MAC with Generalized Feedback.

e Gaussian MAC with cooperating encoders [Sendonaris, EAaghang]

— Special case dfIAC with generalized feedbadkVillems, van der Meulen, Schalkwijk]

e An achievable rate region is obtained by employing

— Block Markov superposition encoding
x Inject high rate fresh information to be resolved with th&he upcoming blocks.
+x Send resolution information for previous blocks.

— Backward decoding

« After receiving all blocks, decode the resolution informaatin the last block.
x Using previously decoded resolution information, sequadigtdecode earlier blocks.
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Gaussian MAC with User Cooperation — No Resource AIIocatio:I
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Block Markov superposition coding
e Build common informatior{Xi2, X1)
e Cooperatively sendJ)

e Inject new information X1, X20)

X1 = v/P10X10+ /P12X12 + +/Purl
X2 = \/P20X20+ /P21X21 + +/Pu2U

e Amplitude of the each channel’s gain is assumed to be knowheatorresponding receiver.

e Phases of all channel gains are assumed known at the reaaié¢ne transmitters

— Coherent combining.
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Gaussian MAC with User Cooperation — Resource AIIocatio:I
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Block Markov superposition coding
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e Build common informatior{Xj2, X>1)

05F

e Cooperatively sen@U)

| W 1 e Inject new informatior(X10, X20)
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02f

X1 = v/ p1o(h)X10+ v/ P12(h) X124+ v/ pur(h)U
X2 = v/ P20(h)X20+ v/ P21(h)X21+ v/ puz2(h)U

01

Complete channel state information at the transmitterslaadeceiver.

e Transmitted codewords can be modulated by channel adaquwer levels

— Opportunistic cooperation and transmission — use availabdrage power efficiently.
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Gaussian MAC with User Cooperation — Resource AIIocatio:I
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Gaussian MAC with User Cooperation — Resource AIIocatio:I
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e Build common informatior{Xj2, X>1)
e Cooperatively sen@U)

e Inject new informationXjo, X20)

X1 = +/p1o(h) X0
X2 = 1/ P20(h)X20

e Complete channel state information at the transmitterslamdeceiver.

e Transmitted codewords can be modulated by channel adaquwer levels

— Opportunistic cooperation and transmission — use availabdrage power efficiently.
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Gaussian MAC with User Cooperation — Resource AIIocatio:I

=2, E[K,J=0.63, E[K,J=0.63, E[K, =0.80
T T

= Fower ot Block Markov superposition coding
— Timesharing —- Achievable Region
0.6+ A —  No Cooperation / No PC

01:02:1, Pl:P2
0.7 T

e Build common informatior{Xj2, X>1)
e Cooperatively sen@U)

e Inject new informationXjo, X20)

X1 = v/ p1o(h)X10+ v/ P12(h) X124+ v/ pur(h)U
X2 = v/ P20(h)X20+ v/ P21(h)X21+ v/ puz2(h)U

e Complete channel state information at the transmitterslamdeceiver.

e Transmitted codewords can be modulated by channel adaquwer levels

— Opportunistic cooperation and transmission — use availabdrage power efficiently.

28



Achievable Region of Rates with Power Contro'

e Union over all valid policie€ [pio(h) + pij (h) + py, (h)] < p; of pairs{Ry, R, } that satisfy

Ri<E]|log| 1+ h12P12(h) +log | 1+ 1o|010
] hi2p1o(h) + 03
R2<E |Og 1+ 21p2 (h) +Iog 14 h20p20
I hp1p20(h) + 0%
h h)+h h) 4+ 24/h1oh h h
R1+R2<min{E g <1+ 10P1(h) 4 h2oPa( +02\/ 10 2oIOU1( )P, ( )) |
0

hi2p12(h) ho1p21(h) hi0p10(h) +h2op2o(h)
E|log| 1+ +log +log| 1+
[ ( h12p10(h) +0% h21p20(h)+0§ ag

e Bounds not concave in power vectih) = [p1o(h) p12(h) pu, (h) p2o(h) p21(h) pu,(h)]
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Properties of Sum-Rate-Optimal Power AIIocationI

Proposition 1 Let the effective channel gains normalized by the noise polme=defined as
Sj = hij /012. Then, for the power control poligy*(h) that maximizes the sum rate, we need

° pio(h) = p§0(h) =0, if S12 > S0 andSH1 > S0
o pPig(h) =pP5¢(h) =0, if 512 > s10 andsp1 < S
o pi,o(h) = p5p(h) =0, if 510 < s10 aNdsp1 > Spo

N

p1o(h) = p34(h) =0
OR

® pig(h) = p54(h)
OR

P12(h) = p5p(h) =0

0 pif sio<spandsy; < s
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Implications of the Optimal Power Allocation I

Block Markov superposition coding is simpler than origlpahought.

— Each transmitter either sends a cooperation signal or frégsimation, but not both!

The choice at each channel state “only” depends on the chsiate.
— Channel statistics, power constraints play no role in degidhich signals to transmit.

— Except for the tiny little last case... which usually hasyeasignificant probability.
The achivable rate expressions are greatly simplided,are now concave.

This simplified coding policy not only maximizes the sum rdiet also the individual rate
constrains ofr; andRy, and isoptimal in terms of the entire rate region.

Concave optimization problem over a convex constraintsdgtnon-differentiable.
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Simplified Rate Region — Examplj

e AsSsumes;» > Sig, 21 > So to illustrate the simplified rate region.

Ry < E[log(1+ siop1a(h))]
R> < Eflog(1+s1p21(h))]

Ri+ R < min{E [Iog (1+slop1(h) + Spop2(h) + 24 /s10S20pu, (h) puz(h)>] ,

E [Iog (14 s12p12(h)) +log(1+ 521p21(h))] }

e Inequalities define either a pentagon like in the traditidh&C, or a triangle.
e All bounds concave in powers, and so is any weighted guffa + LR, at the corners.

e Sum rate not differentiable where the arguments of the naregual.
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Rate Maximization Using Subgradient Method'

Points on the rate region boundary can be obtained by maixigliz, = [y Ry + [oRo.

The optimization problem for arbitrary prioritieg andpy is given by

maxpy Ry + R
p(h)

S.t.E34 [p1o(h)] + Ei2 [p12(h)] +E [pU1<h)]
E24[p20(h)] + E13[p21(h)] + E [pu, (h)]

A IA
| T
H

{R1, Ry} is the corner of the pentagon obtained for a given power atioc policy.

Gradient of the objective function does not exist everywhénd subgradierg instead
Cu(p') < Cu(p) + (P —p)g

Use projected subgradient method to maxin@ze
p(k+1) = [p(k) + akgi] "

Provably converges for a diminishing stepsigg Shor].
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Convergence of the Projected Subgradient AIgorithEI

Convergence of the Subgradient Method for Different Step Size Parameters
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e Rate of convergence depends on the stepsize parameter.

e Subgradient method need not give a monotonically incrgdsinction value.
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Achievable Rate Region for Joint Power Control and User Coopration'

Cooperation and Power Control in Rayleigh Fading, E[hm]:O.S, E[h1z]:0'6
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e Optimized power levels enlarge the achievable rate reggmfeantly.
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Summary and Conclusionj

Characterized the power control policies that are joingtirnal with Block Markov
superposition coding.

Using sub-gradient methods, obtained optimal power lemetscorresponding rate region.
Joint usage ofooperative diversitand I major improvements in capacity.

Encoding and decoding is significantly simplified.

— Transmitters send either cooperation or fresh informagignals, but noth both.

Optimal power policies also dictate MAC and routing polgie

— Cross layer design.
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Two User Cooperative OFDMAI

e *Joint work with Sezi Bakim
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Receiver

1
z

N
Z0

User 2

Divides the entire transmission bandwidth ifdarthogonal subchannels.

Converts a frequency selective fading channel into pdiédiiefading subchannels.
Creategliversityacross subchannels.

Avoids interference, but incurs rate penalty due to ortmadjaation of transmissions.
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User Cooperation'

User 1
lzo Yo = v/ h1oX1 + v/ hooXo 4+ Zo
Receivel Y1 =vVho1Xo+24

Yo = +/h1oX1 + 2>

h12

User 2

e Interferencas information

e Why not take advantage of overheard information in OFDMA?
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Two User Cooperative OFDMA Channel Model'

Receiver

z0_]

z_|
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N Zém

User 2

Equivalent toN orthogonal cooperative MACs.

Both users may TX & RX on the same subchannel: makes usearheard information

May cooperate independently over each subchammeh{subchannel cooperatipn

May cooperate across subchanneisef-subchannel cooperatipn
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Two User Cooperative OFDMA Channel Model'

Receiver
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Scalar MAC — Block Markov Superposition Encoding.

e Two user cooperation: each user’'s message is dividedwtegub-messages

— W1 = (W10,W12), W2 = (Wo0,W21)

e Block Markov superposition coding

Purpose Codeword

Build common information| Xg; (Wj[b], wkj[b— 1], Wi [b— 1])
Cooperatively send Ui (wij[b— 1], Wik [b— 1])

Inject new information Xio (Wio[b], Wicj[b — 1], Wik [b — 1])
X1 = +/P10X10+ /P12X12 + /Pu, U1
X2 = /P20X20+ /P21X21 + +/Pu,U2

Pko + Pkj + Puk = Fk
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OFDMA: Intra Subchannel Cooperative Encoding I

e Two user cooperation: each user’s message is dividedwtGgub-messages
— Wy = (W10,W12), W2 = (W0, W21)
e These two sub-messages are furthgided intoN submessagesach

o= (ol = D)

e Block Markov superposition coding

Purpose Codeword

Build common information Xé'l) (Wf('J) [b],wfjj) b— 1],v“v§ik) b— 1])
Cooperatively send Ulfi) (Wf('J) b— 1],v“v§ik) b— 1])

Inject new information XQ)) <WS3 [b],wfjj) b— 1],v“v§ik) b— 1])

)= ol it o

)= o+ bt

S oGy, ), )
_leko—i_pkj + Puk = F
|=
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Intra-Subchannel Cooperative Encoding — Rate Constraintﬂ

e Rate constraints for reliable decoding at users:
. [ (i) )\ ]
R) < E |log <1+ (512(5’12 )
Sp2P1o+1/

. i (i) (D) ]
R(2'1<E log <1+ (5‘21(521 )
! $H1P0+1/

e Rate constraints for reliable decoding at receiver:
R(li()) <E _Iog <1+S(1i())p(1i(),)}
Ry < E |log (1+sigpho ) |

)+ ) < [fog (1-+ 30 + S4e)

R+ R+ R+ Rig < of 2 | log (1 siopf -+ oo+ 21/slosapil ol ) |
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Intra-Subchannel Cooperative Encoding: Issues and Limitdaions'

R1<Zm|n{E Iog<1+ Slzplz ) +E_Iog(1+s(1ig,p(1ig,)_,C§i)}
512p10+1 ' '

R2<Zm|n{E Iog<1+ SleZl ) +E Iog(1+s(2'g,pg(),) ,CQ)}
521p20+1 ] ]
512p12 Sgip(zli
R1+R2<Zm|n E |log e +E [log| 1+ G0
S12plo+1 SHP+1

+E |09 1+510p10+320p20)} }
e Each submessage IS retransmitted over the same subchiamaslreceived on.
e Does not take advantage of diversity created by OFDMA.

e Rate over each subchannel is limited by the worst link.
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Inter-Subchannel Cooperative Encoding

e Can re-partition and re-encode the overall message retewar the subchannels:

— W can be divided into new submessages with rR;%%

% Wip = {v:(LlZ),...,v(llg)}, W21 = {V(211>>-">V(2T)}

.~y N .~y N
o {wf('J) } . and{vl(('j) } v are just different partitionings of the same messaggso their
= I=
total rates have to be the same:

/ /
2nR12 _ 2nR(112)+...+nR(1';') _ 2nR1(21)+...+nR1(2'\')7

/ /
2nR21 _ 2nR(211)+...+nR(2T) _ 2nR2(11)++nR2(1'\') .

e Re-encode the new partition onto the subchannels

— The information received over a subchannel no longer requo be sent over the same
subchannel.
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Inter-Subchannel Cooperative Encoding — Message Repartdning I

Block | Block
(b-1) (b)
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User 1 User 1 Vl(lz)\A/(zlz \
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Inter-Subchannel Cooperation: Encoding and Decoding

e Encoding

Purpose Codeword

Build common information Xé'l) (Wl((lj) [b],vf(ij) b— 1],\751() b— 1])
Cooperatively send Ulfi) (vf('J) b— 1],\7512 b— 1])
Inject new information XQ)) (WI((B [b],vf(ij) b— 1],\751() b— 1])

e Decoding
— Each user uses joint typicality check at the end of each block

— Receiver uses backwards decoding to determine the traegmiessages
+ For each subchannel determwg b—1] v(lg[b 1], w(lg,[b] andvxé'g,[b]
« Estimates of the re-partitioned cooperative messa@éls are converted to

estimates of the cooperative messag&fétb — 1] via match-up table available at the
users and the receiver.
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Inter-Subchannel Cooperative Encoding — Rate Constraint'

e Rate constraints for reliable decoding at users:
. [ (i) )\ ]
R) < E |log <1+ (jlz(ilf)’lz )
Sp2P1o+1/

. i (i) (D) ]
R(2'1<E log <1+ (5‘21(521 )
! $H1P0+1/

e Rate constraints for reliable decoding at receiver:
R(li()) <E _Iog (1+S(1i())p(1ig,)]
Ry < E |log (1+s9pbs ) |

)+ ) < € [fog (1+ 36 + S46)

R -+ R + R+ Rig < b 2  |log 1+ siopf)+ oo+ 21/sgspil ol ) |
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Inter-Subchannel Cooperative Encoding - Achievable Rate Bgion'

e Achievable rate region is equivalent to the closure of thavew hull of all rate pairs:

i (i) (1) ) L
R < E |Iog <1+ 2Pz ) | fiog (14 s3p0))]
T S1oP10+1/

R yE |og<1+ o ) +& fiog (14 <303

321p(2|o+1 ]
(i)p(i) p
log <1+ i?12(i)12 ) log (1 821 21 >
312p10+1 321p20+1

'0 <1+ SlOplo + Szopzo)} }

+E

R1+R2<m|n{ CS ,XE
|
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Achievable Rates for Two User Cooperative OFDM
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Achievable Rates for Two User Cooperative OFDMﬂ

Achiveble Rate Regions for Cooperative vs Non—cooperative OFDMA
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Summary and Conclusionj

Introduced a two user cooperative OFDMA system, and praptvge encoding strategies
based on block Markov superposition encoding:

— Intra-subchannel cooperative encoding
— Inter-subchannel cooperative encoding

Derived rate region expressions and obtained the achevatd regions for both encoding
strategies

Showed that re-partitioning and re-encoding of the codperanessages across
subchannels;

— Always superior to intra-subchannel cooperative encading

— Significant improvement with respect to non-cooperativiOOIA.

Can we do any better? Yes! Power control.
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Power control for cooperative OFDMAI

The structure of the problem is very silmilar to the scalaeca

— Now, we have an additional sum constraint for powers, ovesstib-channels.
The dimensionality of the problem i times the scalar case.
Can still use subgradients. A little slow, but it works.

Can also exploit the convex nature of the problem, if we fdatauit correctly.
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Differentiable Reformulation of Sum-Rate Maximization Problem'

e Idea: get rid of the minimum operation:

max r

p(s)

st < 3 E [log (1-+sig(pL3(s) + PU(S)) + (P51 (9)+ B (5)
I

RN ErE)|
1< Y Elog(1+ piy(9)siy) +log(1+ phi(s)sh))]

y (E[pl)9)] +E[p)9)]) < B

5 (E[pSi9] +E[p)9)]) <P
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Lagrangian Approach I

L=r+y (Z (E [log(1+53p15(9) +log( L+ 551p21(9)) ) - r)

by (z e flog (1+ S1pL4(5)+ (5D + Sa(PEL(S) + LS

+2\/s§igsggpﬂi(8) pSZ(S) )] — r) + A1 (51— > (E [p(li%(s) + IOSi(S)]))

2 (52 -3 (E|pa(s+ pSi(s)})) &1 (5)pi(s) + &5 (5) Py (5)

+e3(9PH1(9) +£4 (9 PLL(S).
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Karush-Kuhn-Tucker Conditions '

(i) (i)
?)1 "0 +V2% <M
1+s1,P15(9)
(i) (i)
(?)21“) +V282—Q <Az
1+551P1(9)

Y1

Y1 D()

y V/SiosoPly(9) +sigy/m(S)
2 1

DO/ pl) (s) -

VS0Pl (9 sy A
2 . > N2
D/ Pyl (s)

e ity2=1
e Each condition satisfied with strict equality, if the copesding power is positive.

e Allwe need to dois find\; andy;
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Structure of Optimal Power Allocation I

e Whenpy, andpy, are both positive,

(i) (i) *
(i)(S) _ (Vl ()\zslo—l—?\lszo) 1 )

P1s . i
U
i Y1 ()\25(1'3 + )\15%) 1
p21<S) — > (I) - (I)
A5Sig 31
e When both are zer@q:> andp»; solved from,
(i) (i)
S12 310
L I PN I I PR OV
1+51,P15(5) 1+519P12(S) +S0P51(8)
(i) (i)
1 0
L (I PN A (B PR IO T RN
1+551P51(5) 1+ 519P12(S) +S0P51(8)
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Iterative Power Allocation Algorithm I

e All powers can be computed using KKT conditions, by iteraljnsearching for Lagrange
multipliers.

o Not exactly closed formpy, andpy,’s depend orp;2 andpy1, and vice versa.

e Objective function concave, constraints strictly conV@artesian nature across users:

— Can solve the users’ powers iteratively — one user at a time.

— Start by assumingy’s positive, and iterate. Converges to optimum.
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Optimal Power Allocation over Fading States— U-D links higu
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Optimal Power Allocation over Fading States— U-D links modaate'
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Cooperative OFDMA — Achievable Rates with Power Contro'

Achievable Rate Regions for Cooperative vs Non—-Coop OFDMA w/o Power Control
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