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Abstract—We extend several encoding and decoding techniques
from cooperative communications framework, to a cognitiveradio
system consisting of a primary user (PU) and a secondary user
(SU), sending their messages to a common receiver. Assumingthat
the transmitters and the receiver have full channel state informa-
tion (CSI) collected and distributed by the common receiver, and
that the SU knows the PU’s codebook, the cooperation is obtained
by block Markov superposition coding, and backwards decoding,
which yield a causal overlay scenario. We formulate two rate
optimization problems with the aim of, (i) maximizing the sum
rate of the system, and (ii) maximizing the rate of the secondary
user. We obtain the optimal power allocations for both cases, and
the resulting rate regions. The power controlled cooperation turns
out to be especially useful when maximizing the sum rate of the
system, as it gives the PU significant rate rewards for allowing
the cognitive transmitter to access its resources.

I. I NTRODUCTION

The widespread use of data intensive applications over
wireless channels, makes it essential to utilize the available
resources such as frequency, time, power and space more
efficiently. Such efficient utilization calls for new techniques;
involving more capable devices, with higher levels of aware-
ness about, and higher abilities to adapt to their surroundings.
Among such contending new techniques are cooperative com-
munication and cognitive radio, both of which have been the
focal point of most of the wireless communications research
in the last decade. These two technologies essentially relyon
very similar principles: in both approaches, the side information
supplied by the wireless medium, and smart capable nodes
which make use of this information, play key roles.

Cooperative communications root from the relay model
introduced in [1], but the settings of more interest, where
the relays have their own messages to be transmitted as
well, are better captured using the multiple access channel
with generalized feedback (MAC-GF) model. This model was
treated in its abstract form in [2], applied to the wireless setup
in [3], and power optimized in [4]. The MAC-GF treats the
cooperating nodes as equals, which is its main difference from
the traditional cognitive radio setup. Yet, it can also be viewed
as a way of incorporating cognition in wireless networks, as
will be demonstrated in this paper.

While the idea of cognitive radio has originally emerged
from the goal of achieving a clever and efficient usage of
the previously occupied spectrum [5], cognitive radios are
now perceived as all around devices, which are aware of
several properties of their medium including the messages,
codewords and channel states of the other users sharing the
medium; and which can use this awareness to increase their
capacity/rates, without adversely affecting the communication
quality of the existing primary users in the network [6]. When
viewed from this perspective, these devices, whose originally
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envisioned operation relied on detecting the frequency voids
in the spectrum and using them for their transmissions, called
interweaving, or on transmitting at a conservative power level
to satisfy a given interference requirement at the primary users,
called underlay, may in fact be used more effectively in more
aggressive modes, such as the overlay mode [6].

In overlay cognitive radio, which has attracted considerable
interest rather recently, the cognitive users actively make use of
the signals/codewords of the primary users: they may decode
PU signals and use them while creating their codewords,
or even relay the PU messages to communicate their own
messages under better conditions. For instance, in [7], a system
which consists of a primary, and a secondary transmitter re-
ceiver pair, where the secondary transmitter knows the primary
transmitter’s message non-causally, was studied. A protocol
which makes sure that the PU’s rate is not impaired by
the SU was proposed, and the power level that needs to be
allocated by the SU for cooperation was derived, in a non-
fading scenario. In [8] a similar setup was treated, assuming
that the message of one of the users in the interference channel
model used, is the subset of the message of the other user.
For the same model, the authors of [9] also incorporated
rate splitting (RS) in the encoding strategy, and in [10], a
strategy which allows RS at both users, and performs Gel’fand
Pinsker (GP) binning differently, was developed. All of the
aforementioned channel models have the downside that they
assume non-causal knowledge of the PU message at the SU.

A more realistic model, where the common information
generation is also taken into account, was first considered in
[11]. There, two-phase protocols, based on time division were
proposed to create primary user’s information at the secondary
user, and again RS and GP binning were utilized. Other recent
works, such as [12]–[14], also focused on the causal cognitive
overlay setup, but all of these works consider an underlying
interference channel model for cognitive radio. While there is
some work on resource allocation in underlay cognitive radio or
in cases without cooperation [15], [16], the resource allocation
problems in the overlay setups based on interference channel
models are quite complicated, and are relatively untouched.

In this paper, we will focus on a somewhat simpler cognitive
channel model instead: a cognitive cooperative fading multiple
access channel (MAC). Our goal is to obtain the optimal
power allocation policies that maximize either the sum rate,
or the secondary user rate. Note that, cognitive transmissions
and cooperation become significantly more feasible, if the
primary and secondary transmitters share the same receiver;
as the distribution of the side information can be managed
by this common receiver. We modify the superposition block
Markov encoding for a MAC-GF, to suit the causal cognitive
radio setup, so that the only adaptation by the PU is power
allocation as a function of the available channel states. We



Fig. 1. Two-User Cooperative Cognitive Gaussian MAC

impose realistic constraints on the PU rates, taking into account
the best possible rates achievable without cooperation, and we
formulate the sum rate and SU rate optimization problems. We
provide optimal power allocation strategies which solve these
problems, in terms of the instantaneous channel coefficients,
and obtain the resulting optimized average rates.

II. SYSTEM DESCRIPTION

We consider a cognitive multiple access setting, where one
primary and one secondary user share the same channel, while
transmitting independent messagesWp andWs respectively, to
a common receiver. The SU listens to the channel, and is able
to decode part of PU’s message, and relays it to the receiver.
The channel model, illustrated in Fig. 1, is described as

Yr = hprXp + hsrXs +Nr, (1)

Ys = hpsXp +Ns, (2)

wherehpr, hsr and hps are the amplitudes of the frequency
flat fading over the links between the PU and the receiver, the
SU and the receiver, and the PU and the SU respectively.Nr

andNs denote the independent additive white Gaussian noise
variables at the receiver and the SU, both having zero-mean,
and the respective variancesσ2

r and σ2
s . Xp and Xs are the

codewords transmitted by the PU and and the SU, respectively.
This channel model can either be seen as a generalization of

a relay channel, where the relay also has its own messages
to transmit, or a special case of a MAC with generalized
feedback [2], [3], where the cooperation signals from one
of the users is disabled. We take the latter approach, and
modify the superposition block Markov encoding strategy in
[3]: we divide the PU’s message into two submessages, i.e.,
Wp = (Wpr ,Wps). The submessageWpr is the information
sent directly to the receiver, and the submessageWps is the
part that can be decoded by both the SU and the receiver. The
SU message is not partitioned, as the PU should not aid the SU,
due to the cognitive setup. Then, these messages are mapped
to randomly generated codewords, whose entries are selected
from unit Gaussian distributions, i.e.,

Xsr(Ws(b),Wps(b− 1)) (3)

Xpr(Wpr(b),Wps(b− 1)) (4)

Xps(Wps(b),Wps(b− 1)) (5)

C(Wps(b− 1)) (6)

where Xsr and Xpr are used to transmit fresh information
Wsr(b) andWpr(b) directly intended for the receiver in block
b, Xps is signal transmitted by the PU to allow potential
cooperation from the SU in the next block, andC is the

common signal which is used by both users to cooperatively
transmit the PU’s informationWps(b − 1) from the previous
block. The resulting codewords of the users are formed by
superposition, where we also take into account the possibility
of power control as in [4], as a function of the available
channel state information, denoted by the the channel state
vectorh = [hpr, hps, hsr]:

Xp =
√

Ppr(h)Xpr +
√

Pps(h)Xps +
√

Ppc(h)C, (7)

Xs =
√

Psr(h)Xsr +
√

Psc(h)C. (8)

The powers are required to satisfy the average power con-
straints,

Pp(h) = Ppr(h) + Pps(h) + Ppc(h) (9)

Ps(h) = Psr(h) + Psc(h) (10)

E
[

Pi(h)
]

≤ P̄i where i ∈ {p, s} (11)

Before characterizing the achievable rates, we would like
to discuss the suitability of the model in (7)-(8), which is
an application of the well known Block Markov encoding
approach from cooperative communications, in the cognitive
setup. In cognitive MACs, the PU’s transmissions should not
be altered substantially by the presence of the SU. However,in
order to enable the cooperative overlay scenario, some level of
collaboration from the PU is inevitable. Our proposed model
keeps this level to a minimum, as follows: regardless of the
presence of the SU, the PU always employs the coding strategy
given in (7), using power levels given in (9), the values of which
are potentially fed back to it by the receiver. Note that, if the PU
was transmitting alone, it would still require the channel state
information, or the transmit power value to be fed back from
the receiver, hence the additional feedback required is limited
to two additional power values, and the PU’s modification of its
transmit policy is limited to just changing these power levels
upon the receiver’s request. That means, the PU can in fact
operate obliviously to the presence of the SU. When the SU is
present, and willing to cooperate, it decodes the messageWps

using the codewordXps, treatingXpr as noise, and knowingC,
which depends only on previously decoded information. Then,
it can cooperatively sendC, in addition to its own codeword
Xsr, so that any potential rate penalty caused at the receiver by
its codewordXsr, is nullified, or even surpassed, by the gain
from C. The receiver uses backwards decoding, and it is easy
to check, by a direct extension from [4], that the achievable
rate region is given by,

Rp < E

{

log
[

1+sprPpr(h)
]

+log

[

1+
spsPps(h)

spsPpr(h)+1

]}

(12)

Rs < E

{

log
[

1 + ssrPsr(h)
]

}

(13)

Rp+Rs ≤ min

{

E

{

log
[

1 + sprPpr(h) + ssrPsr(h)
]

+log

[

1+
spsPps(h)

spsPpr(h)+1

]}

, E
{

log(A)
}

}

(14)



whereA = 1 + sprPp(h) + ssrPs(h) + 2
√

sprssrPpcPsc. In
(12)-(14),Rp andRs denote the rates of primary and secondary
users; and the channel fading coefficients, normalized by the
noise powers are denoted assij = h2

ij/σ
2
j , wherei ∈ {p, s}

andj ∈ {s, r}, i 6= j.
Now, we describe the crucial twist from the cooperative

communication framework, due to the cognitive setup: not all
rates satisfying the above constraints are necessarily achievable,
as we should also guarantee that the PU’s achievable rate is
no worse than what it would be, had the PU been transmitting
alone. Moreover, we have to assume that the PU would be
able to use optimal power allocation [17], which is single user
waterfilling, while computing the worst case rate requirement
of the PU. Therefore, we need the constraint:

Rp ≥ E
{

log
[

1 + P ⋆
p (hpr)spr

]}

, B∗ (15)

where P ⋆
p (hpr) is the optimal power level for single user

transmission, withE[P ⋆
p (hpr)] = P̄p; andB∗ is the resulting

maximum data rate achievable by the PU, without cooperation.
In the next section, we solve the optimal power alloca-

tion problem for the cognitive cooperative scenario, with two
separate objectives: sum rate maximization, which createsan
extra incentive for the PU to allow cooperation, and SU rate
maximization, which aims to accommodate as much rate for
the cognitive user as possible, while still providing a maximum
single-user rate guarantee for the PU.

III. M AXIMIZATION OF THE ACHIEVABLE RATES

We start by noting, also in light of the findings in [4] for the
non-cognitive cooperative MAC, that for channel states which
satisfy sps > spr, the optimal strategy is to setPpr(h) = 0,
meaning no additional power should be allocated by the PU
for direct transmission. Throughout this paper, we assume
that we always operate in this regime; ifsps < spr, the
cooperation can simply be disabled. Note that, non-cooperative
transmission is still possible even whensps > spr, as the SU
may choose to ignore PU transmission, and the receiver still
decodesXps. SettingPpr(h) = 0 in (12)-(14), and defining
P(h) = [Pps(h), Ppc(h), Psr(h), Psc(h)], we can state the
power optimization problem in the following convex form:

max
P(h)

αRp +Rs (16)

s.t. Rp ≤ E
[

log
(

1 + spsPps(h)
)]

(17)

Rs ≤ E
[

log
(

1 + ssrPsr(h)
)]

(18)

Rp +Rs ≤ E
[

log
(

A
)]

(19)

Rp ≥ B⋆ (20)

E
[

Pps(h) + Ppc(h)
]

≤ P̄p (21)

E
[

Psr(h) + Psc(h)
]

≤ P̄s (22)

Pps(h), Ppc(h), Psr(h), Psc(h) ≥ 0 (23)

Note that, by settingα = 1 in (16), we obtain the sum rate
maximization for cognitive MAC, and by settingα = 0, we
obtain the SU rate maximization. We will treat both problemsin

parallel, and discuss their differences as they become apparent.
First, by associating several Lagrange multipliers with the
constraints in (17)-(23), we write the Lagrangian,

L =αRp +Rs + γ1

{

E
[

log
(

1 + spsPps(h)
)]

−Rp

}

+ γ2

{

E
[

log
(

1 + ssrPsr(h)
)]

−Rs

}

+ γ3

{

E
[

log
(

A
)]

−Rp −Rs

}

+ γ4

{

Rp −B⋆
}

+ λ1

{

Pp − E
[

Pps(h) + Ppc(h)
]}

+ λ2

{

Ps − E
[

Psr(h) + Psc(h)
]}

+ µ1Pps(h) + µ2Ppc(h) + µ3Psr(h) + µ4Psc(h) (24)

Taking the partial derivatives with respect to the power com-
ponents of primary and secondary users, as well as the rate
variables, and employing complementary slackness constraints,
it is easy to show that the following KKT conditions are
necessary and sufficient for optimality:

λ1 ≥ γ1
sps

1 + spsPps(h)
+ γ3

spr
A

(25)

λ2 ≥ γ2
ssr

1 + ssrPsr(h)
+ γ3

ssr
A

(26)

λ1 ≥ γ3
spr
√

Ppc(h) +
√

sprssrPsc(h)

A
√

Ppc(h)
(27)

λ2 ≥ γ3
ssr
√

Psc(h) +
√

sprssrPpc(h)

A
√

Psc(h)
(28)

1 = γ2 + γ3 (29)

α+ γ4 = γ1 + γ3 (30)

The constraints (25), (26), (27), (28) are satisfied with equality,
if the respective powersPps(h), Psr(h), Ppc(h), Psc(h) are
positive. The Lagrange multipliers are selected to satisfytheir
respective constraints.

Let us first consider the sum rate maximization, i.e.,α = 1.
From (29) and (30), we haveγ1 = γ2 + γ4, and the trick is to
consider two cases separately: whenγ4 = 0, (20) is inactive,
meaning the PU rate already satisfies the cognitive transmission
constraint. Then, we are back to the non-cognitive scenarioas
in [4], and after some lengthy manipulations of (25)-(28), with
γ1 = γ2 = 1− γ3, we get

Pps(h) =

(

γ2(λ2spr + λ1ssr)

λ2
1ssr

−
1

sps

)+

, (31)

Psr(h) =

(

γ2(λ2spr + λ1ssr)

λ2
2ssr

−
1

ssr

)+

, (32)

Ppc(h) =

1−γ2

(

spr+λ1ssr/λ2

)

λ1

−D

(spr + λ1ssr/λ2)2
spr, (33)

Psc(h) =

1−γ2

(

ssr+λ2spr/λ2

)

λ2

−D

(ssr + λ2spr/λ1)2
ssr, (34)

where D = 1 + sprPps(h) + ssrPsr(h), provided Ppc(h)
and Psc(h) obtained from (33) and (34) are both positive.
Otherwise,Ppc(h) and Psc(h) both have to be set to zero



in (25) and (26) through the variableA, (there is no other
alternative, as having only one cooperative power non-zero
would be strictly suboptimal), and one should re-solve (25)
and (26) forPps(h) andPsr(h), which are the positive roots
of the following quadratic equation:

aiPij(h)2+biPij(h)+ci = 0, {i, j} ∈ {{p, s}, {s, r}} (35)

where the coefficients are given by

(ap; bp; cp) = (λ1sprsps;λ1(spr + sps + spsssrPsr(h)

− sprsps);λ1(1 + ssrPsr(h))

− γ2(sps + spsssrPsr(h)− spr − spr))

(as; bs; cs) = (λ2s
2
sr;λ2(2ssr + sprssrPps(h))− s2sr;

λ2(1 + sprPps(h))− γ2(sprssrPps(h))− ssr)

Now, we go back to the second possible case,γ4 > 0,
meaning that (20) is satisfied with equality, i.e., the PU rate
is fixed to its minimum possible value. The key observation
here is that the sum rate maximization problem then becomes
equivalent to SU rate maximization, and solving the SU max-
imization problem will also complete the solution of the sum
rate maximization. To do so, we may as well setα = 0,
and force equality in (20), by varyingγ4. Luckily, the KKT
conditions, and the resulting optimal power expressions are
almost identical to the previous case, except we now have to
replaceγ2 in (31) by γ1. Using (29)-(30), we now need to
search for two Lagrange multipliers,γ4 andγ2 (or equivalently
γ1 andγ2), rather than one. Once again, when the cooperative
powers turn out to be negative, we set them to zero, and we
instead solvePps(h), Psr(h) that maximize the SU rate from
(35), with

(ap; bp; cp) = (λ1sprsps;λ1(spr + sps + spsssrPsr(h))

− (γ1 − γ2 + 1)sprsps;λ1(1 + ssrPsr(h))

− γ1(sps + spsssrPsr(h))− (1 − γ2)spr)

(as; bs; cs) = (λ2s
2
sr;λ2(2ssr + sprssrPps(h))− s2sr;

λ2(1 + sprPps(h))− γ2(sprssrPps(h))− ssr)

A powerful property of the optimal power allocation policy
derived in this section is that, it lends itself to an iterative
implementation over the users, which can be used to systemat-
ically search the Lagrange multipliers required in the solution.
The detailed description of the iterative algorithm we have
developed for this purpose, which is guaranteed to converge
to the optimum, will be relegated to a journal version, while
its numerical results will be demonstrated in detail, in thenext
section.

IV. SIMULATION RESULTS

In this section, we provide some numerical examples to
illustrate the performance of the described power allocation
policies in cognitive cooperation. We assume an average total
power of 1 for each user. We also set all noise variances to
1. In order to maintain that the links from the PU and the
SU to the receiver are worse compared to PU-SU link, we
assume uniformly distributed fading coefficients, taking values
from the set{0.025, 0.050, ..., 0.25} for the PU-receiver and
SU-receiver links; and from the set{0.26, 0.27, ..., 0.35} for
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the PU-SU link. As discussed in the Section III,Ppr(h) was
set to zero.

Figure 2 illustrates the rate regions achievable by both sum
rate maximizing and SU rate maximizing power control. For



sum rate maximization, we see that the proposed power allo-
cation policy remarkably improves the primary user’s rate (see
dashed curve) compared to a power controlled non-cooperative
setting. In fact, we are able to achieve a rate pair, which is
nearly on the bidirectional cooperation boundary (dash-dot),
which is an upper bound. This result is particularly interesting,
because it gives the PU a solid motivation to allow for cognitive
cooperative transmissions from the SU. In fact, other variations,
where one trades part of the additional rate achieved by the
PU, for increased rate at the SU, may also be obtained by
using our proposed policy (by selecting0 < α < 1). In the
present setup, the secondary user is able to reach the rate
of 0.144 symbols/transmission while the primary user gets a
much higher rate, so that the sum rate is maximized at 0.358
symbols/transmission.

For SU rate maximization, one has to take into account
the fact that the PU’s data rates should be neither below,
nor above the single user optimal value obtained by power
control. Hence, first the single user rate achievable by the
PU using only power control was obtained from the non-
cooperative rate region (solid); and this value, i.e., 0.172
symbols/transmission, was selected asB∗. The dotted region
shows the rate pairs achievable by cognitive cooperation inthis
case, and at the optimal point, we observe that the cognitive
user’s rate is 0.17 symbols/transmission, which is above 0.158
symbols/transmission, it would have achieved by power control
only, when PU rate was fixed to the single user optimum.

In Figure 3, we illustrate the sum-rate optimal power dis-
tributions as a function ofsps, where we fix the direct link
gains,spr and ssr, to three different sets. Clearly, the power
Pps increases with increasingsps, as the primary user takes
advantage of good channel conditions to create more common
information. We observe a waterfilling type power distribution,
as foreseen by (31). As the PU-receiver linkspr gets better,
the water level increases, and so doesPps, asXps transmitted
to the SU is also received at the receiver, and the PU looks to
use this side benefit. Asssr increases however,Pps, decreases,
which is also quite logical: good SU-receiver link presentsa
good opportunity to jointly transmit common information via
C, hence it is natural that the PU cuts backPps in expense
of Ppc, to boost the gain from coherent combining. The SU
power clearly does not depend onsps, and decreases with
increasingspr (to allow for cooperation) but it does increase
with increasingssr, as expected.

In Figure 4, the illustrate the SU rate optimal power distri-
bution as a function ofssr, this time fixing the link gains of
the primary user,spr andsps. As the quality of the SU-receiver
link gets better, the the power allocated for SU transmission
expectedly increases (but only after some point), and the power
allocated for PU transmission towards SU decreases (again only
after some point). The idea is, whenssr is low, the channel
is used to build up common information, especially ifsps
is strong. Asssr increases, the SU uses some of its power
for its own transmissions. We see that, above certainssr, PU
ceases transmission ofXps, and instead starts sendingC, and
also allows the SU to access the channel more aggressively to
maximize its own rate. As expected,Psr is unaffected bysps,
whenC is being transmitted, see (32).

V. CONCLUSION

In this paper, we developed a cooperative overlay model
for cognitive transmissions in a fading MAC. We formulated
two power optimization problems, one with the goal of max-
imizing the sum rate of the system, and the other with the
goal of maximizing the secondary user’s rate. We obtained
the analytical expressions of the optimal power allocation
policies for both settings, and computed the resulting powers,
and the achievable rates using an iterative algorithm based
on the KKT conditions. We analyzed the variation of the
powers dedicated to different codewords, and showed their
coupled relationships, as a function of the channel states.We
demonstrated that, power control plays a very important role
in rate optimization for our cognitive setup, and especially
in sum rate maximization: the PU obtains quite remarkable
gains, thereby justifying its willingness to participate in the
cognitive setup. Hence, we conclude that, in networks with
users having advanced cognitive capabilities, user cooperation
is a very natural, and promising technique to be employed in
conjunction with traditional cognitive transmission approaches.

REFERENCES

[1] E. C. Van der Meulen. “Three-Terminal Communication Channels.”
Adv. Appl. Prob., 3(1): 120–154, 1971.

[2] F. M. J. Willems, E. C. van der Meulen and J. P. M. Schalkwijk. “An
Achievable Rate Region for the MAC with Generalized Feedback.” In
Proc. Allerton Conference, Monticello, IL, Oct. 1983.

[3] A. Sendonaris, E. Erkip and B. Aazhang. “User Cooperation Diversity
– Part I: System Description.”IEEE Trans. Commun., 51(11): 1927–
1938, Nov. 2003.

[4] O. Kaya and S. Ulukus. “Power Control for Fading Cooperative MACs.”
IEEE Trans. Wireless Commun., 6(8): 2915–2923, Aug. 2007.

[5] J. Mitola. “Cognitive radio: An integrated agent architecture for
software defined radio.”Ph.D. dissertation, KTH, Stockholm, Sweden,
Dec. 2000.

[6] A. Goldsmith, S. A. Jafar, I. Maric and S. Srinivasa. “Breaking
Spectrum Gridlock with Cognitive Radios: An Information Theoretic
Perspective.”Proceedings of the IEEE, invited, 97(5): 894–914, May
2009.

[7] A. Jovicic and P. Viswanath. “Cognitive Radio: An Information-
Theoretic Perspective.”IEEE Trans. Inf. Theory, 55(9): 3945–3958,
Sept. 2009.

[8] W. Wei, S. Vishwanath and A. Arapostathis. “Capacity of aClass of
Cognitive Radio Channels.”IEEE Trans. Inf. Theory, 53(11): 4391–
4399, Nov. 2007.

[9] J. Jiang and Y. Xin. “On the Achievable Rate Regions for Interference
Channels With Degraded Message Sets.”IEEE Trans. Inf. Theory,
54(10): 4707–4712, Oct. 2008.

[10] I. Maric, A. Goldsmith, G. Kramer and S. Shamai (Shitz).“On the
capacity of interference channels with one cooperating transmitter.”Eur.
Trans. Telecommun., vol. 19, pp. 405-420, Apr. 2008.

[11] N. Devroye, P. Mitran V. Tarokh. “Achievable rates in cognitive radio
channels.”IEEE Trans. Inf. Theory, 52(5): 1813–1827, May 2006.

[12] D. Tuninetti. “On Interference Channel with Generalized Feedback
(IFC-GF).” In Proc. ISIT 2007, pp. 2861–2865, Jun. 2007.

[13] S.H. Seyedmehdi, J. Jiang, Y. Xin and X. Wang. “An improved
achievable rate region for causal cognitive radio.”In Proc, ISIT 2009,
pp. 611–615, Jul. 2009.

[14] Y. Cao, B. Chen and J. Zhang. “A New Achievable Rate Region
for Interference Channels with Common Information.”In Proc. IEEE
WCNC 2007, pp. 2069–2073, Mar. 2007.

[15] R. Zhang, S. Cui and Y. Liang. “On Ergodic Sum Capacity ofFading
Cognitive Multiple-Access and Broadcast Channels.”IEEE Trans. Inf.
Theory, 55(11): 5161–5178, Nov. 2009.

[16] A.G. Burr. “Capacity of cognitive channel and power allocation.” In
Proc. IEEE ITW 2009, pp. 510–514, Oct. 2009.

[17] A.J. Goldsmith and P.P. Varaiya. “Capacity of Fading Channels with
Channel Side Information.”IEEE Trans. Inf. Theory, 43(6): 1986–1992,
May 2010.


