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Abstract—We extend several encoding and decoding techniques envisioned operation relied on detecting the frequencys/oi
from cooperative communications framework, to a cognitiveradio  jn the spectrum and using them for their transmissionsgdall
system consisting of a primary user (PU) and a secondary user jtenveaving, or on transmitting at a conservative poweelle

(SU), sending their messages to a common receiver. Assumitigit ¢ ti ; interf . t at th :
the transmitters and the receiver have full channel state iforma- o satisfy a given interference requirement at the primasyrs,

tion (CSI) collected and distributed by the common receiverand ~ called underlay, may in fact be used more effectively in more
that the SU knows the PU’s codebook, the cooperation is obtaéd ~ aggressive modes, such as the overlay mode [6].
by block Markov superposition coding, and backwards decodig, In overlay cognitive radio, which has attracted considirab

which yield a causal overlay scenario. We formulate two rate . . .
optimization problems with the aim of, (i) maximizing the sum interest rather recently, the cognitive users actively enade of

rate of the system, and (i) maximizing the rate of the secorary  the signals/codewords of the primary users: they may decode
user. We obtain the optimal power allocations for both casgsand PU signals and use them while creating their codewords,

the resulting rate regions. The power controlled cooperatin turs  or even relay the PU messages to communicate their own
out to be especially useful when maximizing the sum rate of 81 nessages under better conditions. For instance, in [7lstaisy
system, as it gives the PU significant rate rewards for allowig - . . .
the cognitive transmitter to access its resources. Wh_'Ch CO_nS'StS of a primary, and a sec_ondary transm'“?r re-
ceiver pair, where the secondary transmitter knows thegmgm

|. INTRODUCTION transmitter's message non-causally, was studied. A pobtoc
which makes sure that the PU’s rate is not impaired by
fle sU was proposed, and the power level that needs to be
allocated by the SU for cooperation was derived, in a non-

resources such as frequency, time, power and space m?r . . o .
ading scenario. In [8] a similar setup was treated, assgmin

efficiently. Such efficient utilization calls for new techuoies; ; :

) : X . . that the message of one of the users in the interference ehann

involving more capable devices, with higher levels of aware .

ness about. and hiaher abilities to adapt to their surr : model used, is the subset of the message of the other user.
! gh Adap NI Eor the same model, the authors of [9] also incorporated

Among such contending new techniques are cooperative com-

2 " . ) te splitting (RS) in the encoding strategy, and in [10], a
munication and cognitive radio, both of which have been thetrategy which allows RS at both users, and performs Gel'fan

:r?iileﬁggt doefcr;(;)est 1?;;25 t\\llvvl(r)eiizncoﬁgnri:}l;n;f'e%?;ﬁe;i?r%insker (GP) binning differently, was developed. All of the
. 9 Y'Y aforementioned channel models have the downside that they

very §|m|lar prmmpl_es: in both approaches, the side infation assume non-causal knowledge of the PU message at the SU.
supplied by the wireless medium, and smart capable nodes o i )
which make use of this information, play key roles. A more realistic model, where the common information

Cooperative communications root from the relay mod eneration is also taken into account, was first considared i
introduced in [1], but the settings of more interest, wher 1]. There, two-phase protocols, based on time divisionewe

the relays have their own messages to be transmitted %g)posegl to c_reagzpnrgag;lguk?er_s mformatlo_F at dthg iemqnd
well, are better captured using the multiple access chanrf&t®h and again an Inning were utilized. Other recent

with generalized feedback (MAC-GF) model. This model Wagvorks, such as [12]-[14], also focused on the causal co@nij[i
treated in its abstract form in [2], applied to the wirelestup overlay setup, but all of these works consider an underlying

in [3], and power optimized in [4]. The MAC-GF treats thelnterference channel model for cognitive radio. While eher
cooperating nodes as equals, which is its main differerama fr some work on resource allocation in underlay cognitiveaadli

the traditional cognitive radio setup. Yet, it can also benead

wireless channels, makes it essential to utilize the aviaila

in cases without cooperation [15], [16], the resource alfion

as a way of incorporating cognition in wireless networks, agroblems in the overlay setups based on interference channe
will be demonstrated in this paper models are quite complicated, and are relatively untouched
While the idea of cognitive radio has originally emerged N this paper, we will focus on a somewnhat simpler cognitive
from the goal of achieving a clever and efficient usage dthannel modelinstead: a cognitive cooperative fadingipialt
the previously occupied spectrum [5], cognitive radios arBccess channel (MAC). Our goal is to obtain the optimal
now perceived as all around devices, which are aware 8PWer allocation policies that maximize either the sum rate
several properties of their medium including the messaged the secondary user rate. Note that, cognitive transamissi
codewords and channel states of the other users sharing il cooperation become significantly more feasible, if the
medium; and which can use this awareness to increase theffmary and secondary transmitters share the same repeiver
capacity/rates, without adversely affecting the commatin ~ aS the distribution of the side information can be managed
quality of the existing primary users in the network [6]. Whe by this common receiver. We modify the superposition block

viewed from this perspective, these devices, whose ofligina Markov encoding for a MAC-GF, to suit the causal cognitive
radio setup, so that the only adaptation by the PU is power

This work was supported by TUBITAK grant 111E108. allocation as a function of the available channel states. We



common signal which is used by both users to cooperatively
N transmit the PU’s informatioiV,;(b — 1) from the previous
block. The resulting codewords of the users are formed by
superposition, where we also take into account the poggibil
of power control as in [4], as a function of the available
channel state information, denoted by the the channel state
vectorh = [hyr, Aps, Rsr]:

Xp = Ppr(h)Xm + PPS(h)Xps + \/ PpC(h)Ca (7)
X, = /Por () Xor + /Pac()C. (8)

The powers are required to satisfy the average power con-

Fig. 1. Two-User Cooperative Cognitive Gaussian MAC

impose realistic constraints on the PU rates, taking intmawt
the best possible rates achievable without cooperatiahyan i
formulate the sum rate and SU rate optimization problems. Weraints,
provide optimal power allocation strategies which solvesth P,(h) = P,.(h) + P,s(h) + Py.(h) (9)
problems, in terms of the instantaneous channel coeffi&ient Py(h) = Pyr(h) + Peo(h) (10)
and obtain the resulting optimized average rates. s s se

E[Pl-(h)} < P, wherei € {p,s} (11)

II. SYSTEM DESCRIPTION

We consider a Cognitive mu|t|p|e access Setting, where O@fore CharaCteriZing the achievable rates, we would like
primary and one secondary user share the same channel, wiflediscuss the suitability of the model in (7)-(8), which is
transmitting independent messadés and IV, respectively, to an application of the well known Block Markov encoding
a common receiver. The SU listens to the channel, and is at@proach from cooperative communications, in the cogmitiv
to decode part of PU’'s message, and relays it to the receivEftup- In cognitive MACs, the PU’s transmissions should not

The channel model, illustrated in Fig. 1, is described as ~ be altered substantially by the presence of the SU. Howaver,
order to enable the cooperative overlay scenario, somédéve

Yy = hpr Xp + hsr X5 + Ny, (1)  collaboration from the PU is inevitable. Our proposed model
Y = hps Xp + N, (2) keeps this level to a minimum, as follows: regardless of the
presence of the SU, the PU always employs the coding strategy
iven in (7), using power levels given in (9), the values ofehh
e potentially fed back to it by the receiver. Note thathé PU
as transmitting alone, it would still require the chanrnate
Tiformation, or the transmit power value to be fed back from
3He receiver, hence the additional feedback required igddnm
0 two additional power values, and the PU’s modificationsf i
Pansmit policy is limited to just changing these power lgve
on the receiver's request. That means, the PU can in fact
erate obliviously to the presence of the SU. When the SU is
resent, and willing to cooperate, it decodes the mesBége
ing the codeword’,,, treatingX,, as noise, and knowing,
ich depends only on previously decoded information. Then
can cooperatively send’, in addition to its own codeword
s, SO that any potential rate penalty caused at the receiver by

where by, hs, and hp, are the amplitudes of the frequency
flat fading over the links between the PU and the receiver, t
SU and the receiver, and the PU and the SU respectivély. W
and N, denote the independent additive white Gaussian noi
variables at the receiver and the SU, both having zero-me
and the respective variance$ and ¢2. X, and X, are the
codewords transmitted by the PU and and the SU, respectiv
This channel model can either be seen as a generalization
a relay channel, where the relay also has its own messal
to transmit, or a special case of a MAC with generalize
feedback [2], [3], where the cooperation signals from on
of the users is disabled. We take the latter approach, al
modify the superposition block Markov encoding strategy iri1t
[3]: we divide the PU’s message into two submessages, i.%(,

Wp = (Wpr, Wps). The submessagd’,, is the information its codewordX,., is nullified, or even surpassed, by the gain

sentttgirtectly tt()) t(r;e redceciivsr, t?rlﬂ ttEe gabme(zjsts?g,@ Is fche Trom C. The receiver uses backwards decoding, and it is easy
part that can be decoded by bo € and the receiver. echeck, by a direct extension from [4], that the achievable

SU message is not partitioned, as the PU should not aid the Sr te region is given by,
due to the cognitive setup. Then, these messages are mappeg '

to randomly generated codewords, whose entries are sglecte SpsPps(h)
from unit Gaussian distributions, i.e., Ry < EAq log [1+SPTPP’”(h)} Hog |1+ —5—"
Sps Fpr (D) +
XST(WS (b)7 W;DS (b - 1)) (3) (12)
Xpr (Wpr (0), Wys (b — 1)) (4)
Xis (Wi (b), Wye(b = 1)) ©) Ra < B{log [1+ 5urPar (1) a3)
C(Wps(b—1)) (6)

where X, and X, are used to transmit fresh information
Wer(b) andW,,.(b) directly intended for the receiver in block
b, X,s is signal transmitted by the PU to allow potential +log
cooperation from the SU in the next block, add is the

R,+R, < min {E{ log [1 + 8y Py (D) + Ssrpsr(h)}
Sps Pps(N) }E{ 1Og(A)}} (14)

14—
Sps Ppr(h)+1




where A = 1 + s, Py (h) + s Ps(h) + 24/sprssr PpcPsc. In - parallel, and discuss their differences as they becomerappa
(12)-(14),R, and R, denote the rates of primary and secondar¥irst, by associating several Lagrange multipliers witle th
users; and the channel fading coefficients, normalized By tltonstraints in (17)-(23), we write the Lagrangian,
noise powers are denoted ag = h;;/o7, wherei € {p, s}
andj e {s.r). 4. L =aR,+ R, + "yl{E[log (1 + spsp,,s(h))} - R,,}

Now, we describe the crucial twist from the cooperative { [ ( )] }

o " Ellog(1+ ssPsr(h))| — Rs
communication framework, due to the cognitive setup: nbt al T og{l+s (h)
rates satisfying the above constraints are necessqrilwaxtﬁe, . + 73{ E {bg ( A)} —R,— Rs} N { R, — B*}
as we should also guarantee that the PU’s achievable rate is
no worse than what it would be, had the PU been transmitting + /\1{Pp -F {Pps(h) + Ppc(h)} }
alone. Moreover, we have to assume that the PU would be
able to use optimal power allocation [17], which is singlems + /\2{PS - E[Psr(h) + Psc(h)] }
waterfilling, while computing the worst case rate requirate + 11 Pps(R) 4 p2Ppe(h) + p3 P () + g Pec(h)  (24)
of the PU. Therefore, we need the constraint: ) ) o )
Taking the partial derivatives with respect to the power eom
R > E{log [1 4 P (hpy)s T” 2 pr (15) ponents of primary and secondary users, as well as the rate
b= pATPTITP variables, and employing complementary slackness contstra

where Py (h,,) is the optimal power level for single userit is easy to show that the following KKT conditions are
transmission, WithE [P} (h,,)] = P,; and B* is the resulting necessary and sufficient for optimality:
maximum data rate achievable by the PU, without cooperation Sps Spr

| - - M2yt (25)

n the next section, we solve the optimal power alloca- 1+ spsPps(h) A

tion problem for the cognitive cooperative scenario, witho t Ssr Ssr
- oL b ; P L LS (26)
parate objectives: sum rate maximization, which creaes 1+ 84 Psr() A

extra incentive fo_r the_PU to allow cooperation, and SU rate $pr\/Poe(N) + \/5pr5sr Poc (D)
maximization, which aims to accommodate as much rate for A1 >3 AP (h (27)
the cognitive user as possible, while still providing a nmacim pe(h)
single-user rate guarantee for the PU. N v Pec(h) + \/$pr5er Ppe(h) 28
2273 Ay/Pou(h) (28)
[1l. M AXIMIZATION OF THE ACHIEVABLE RATES 1=y +73 (29)
We start by noting, also in light of the findings in [4] for the o+ =7+73 (30)

non-cognitive cooperative MAC, that for channel statesclwhi . e -
satisfyg S 5 t?le optimal strategy is to st,,.(h) = 0 The constraints (25), (26), (27), (28) are satisfied withadityy
bs © TP rr ’ 'lthhe respective powers’,(h), Ps-(h), P,c(h), Ps.(h) are

meaning no additional power should be allocated by the PU .- N .
for direct transmission. Throughout this paper, we assun?eosmve' The Lagrange multipliers are selected to satiséy

that we always operate in this regime; i, < sp., the respective constraints.
cooperation can simply be disabled. Note that, non-codera | ¢ s first consider the sum rate maximization, ice= 1.

transmission is still possible even whep, > s, as the SU ./ (29) and (30), we have, = 7o + 74, and the trick is to
may choose to ignore PU transmission, and the receiver Stt%nsider two cases separately: when— 0, (20) is inactive
decodesX,. Setting 1,-(h) = 0 in (12)-(14), and defining  0aning the PU rate already satisfies the cognitive trarsionis
P(h) = [_Pp_s(h?’ Bye(h), PST(_h)’ Pac(h)], we can state the oqnsiraint. Then, we are back to the non-cognitive sceramio
power optimization problem in the following convex form: [4], and after some lengthy manipulations of (25)-(28ithw

m(alLl))( aRy + R (16) Mm=72= 1 — 3, we get
P
+
st R, < E|log (1+s,.Pps(h))] (17) Pyo(h) = (%(AQS;,; +Miser) L) R
1Ssr Sps
Rs < E|:10g (1 + Ssrpsr(h)):| (18) +
P (h) _ 72(A25pr + )\1557“) _ i (32)
R, + R, < B|log (4)] (19) o sor 5o )
Rp > B* (20) 1—72 (Sp7‘+>\1537“/)\2)
_ _ A1 —
B[ Pps(h) + Poc(h)| < P, 1) Poe) = — S (33)
E[Psr(h) + Psc(h)} <P, (22) 190 (serthosp/a) o
Psc(h) - A2 Ssry (34)
Pps(h), Ppe(h), Ps-(h), Pse(h) >0 (23) (8sr + Aaspr/A1)?

Note that, by settingy = 1 in (16), we obtain the sum rate where D = 1 + sp,P,s(h) + ss-Ps-(h), provided P,.(h)
maximization for cognitive MAC, and by setting = 0, we and P,.(h) obtained from (33) and (34) are both positive.
obtain the SU rate maximization. We will treat both probléms Otherwise, P,.(h) and P,.(h) both have to be set to zero



in (25) and (26) through the variabld, (there is no other
alternative, as having only one cooperative power non-zero
would be strictly suboptimal), and one should re-solve (25)
and (26) forP,,(h) and Ps,(h), which are the positive roots
of the following quadratic equation:

a; Pij(h)?+b;Pj(h)+¢; =0, {i,j} € {{p,s},{s,r}} (35)

where the coefficients are given by

0.

(ap; bp; cp) = (A1Sprsps; M1 (Spr + Sps + SpsSsr Per (D)
- Sprsps); )\1(1 + SsrPsr(h))
— 7V2(8ps + SpsSsrLsr () = spr — spr))
(as; bs; Cs) - ()\25;‘; )\2(2557“ + Sprssrpps(h)) - ?r;

A2(1+ 8pr Pps(N)) — 72(8prssr Pps(N)) — s4r)

Now, we go back to the second possible cage,> 0,
meaning that (20) is satisfied with equality, i.e., the Plerat i
is fixed to its minimum possible value. The key observatiogpito
here is that the sum rate maximization problem then becomu
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equivalent to SU rate maximization, and solving the SU max ‘ ‘ ‘ ‘ ‘ ‘
imization problem will also complete the solution of the sum —r s, ommas o]
rate maximization. To do so, we may as well gset= 0, o Py when s, 2020 and 5,025
and force equality in (20), by varying,. Luckily, the KKT 2_5__”:321352115 ‘ —
conditions, and the resulting optimal power expressiores ai ———Psrwhens,,:O-ZOandss:o-zs/
almost identical to the previous case, except we now have | o L= 2= =" s00mde, 01 ]
replace~s in (31) by ;. Using (29)-(30), we now need to Em
search for two Lagrange multiplierg, and~, (or equivalently f
~1 and~y), rather than one. Once again, when the cooperativ. = & * p
powers turn out to be negative, we set them to zero, and w I
instead solveP,,(h), Ps.(h) that maximize the SU rate from osk |
(35), with . L SO, gt e |
(ap; bps ¢p) = (A18prSps; M (Spr + Sps + SpsSsrPsr (D)) . . L ‘ ‘
_ (’Yl _ 72 + 1)Sprsps; )\1(1 + SSTPST(h)) 0.26 0.27 0.28 0.29 0.3 Sps 0.31 0.32 0.33 0.34 0.35
- ’Yl(Sps + SpsSsrPsr(h)) - (1 - 72)Spr) Fig. 3. Power distribution for different channel coeffidmf s, andss;.
(as; bs; Cs) = ()\2557«; )\2(2557‘ + Sprssrpps(h)) - 337«;
)\2(1 + Sprpps(h)) — 9 (Sp'rssrpps(h)) _ Ss’r) a5 ‘ Powe‘r DistriPution f‘or Diffe‘rem Ch‘annel ‘Coeffici‘ents
A powerful property of the optimal power allocation policy ,,r"
derived in this section is that, it lends itself to an iterati il 7
implementation over the users, which can be used to systemi vel |
ically search the Lagrange multipliers required in the tofu _
The detailed description of the iterative algorithm we have g . |
developed for this purpose, which is guaranteed to conver¢ %, s
to the optimum, will be relegated to a journal version, while = ,", ' |
its numerical results will be demonstrated in detail, in iesxt E s
section. I o o :
>
IV. SIMULATION RESULTS 05+Epwwhh§22§;p§2266 ," ]
P__whens =0.20 and s_=0.30 4 J
In this section, we provide some numerical examples t P, when s, -020and's, <030 | ¢
—L—y— " e — R S v—L—

illustrate the performance of the described power allocati
policies in cognitive cooperation. We assume an average tot
power of 1 for each user. We also set all noise variances fy. 4. Power distribution for different channel coeffidiemf s, and sps.

1. In order to maintain that the links from the PU and the

SU to the receiver are worse compared to PU-SU link, wihe PU-SU link. As discussed in the Section IR, (h) was
assume uniformly distributed fading coefficients, takimjues set to zero.

from the set{0.025,0.050,...,0.25} for the PU-receiver and  Figure 2 illustrates the rate regions achievable by both sum
SU-receiver links; and from the s€t.26,0.27,...,0.35} for rate maximizing and SU rate maximizing power control. For

L
0.04 0.06 0.08 0.1 0.12 0.14 0.18

s,
st

0.16 0.2



sum rate maximization, we see that the proposed power allo- V. CONCLUSION

cation policy remarkably improves the primary user’s rasee( _In this paper, we developed a cooperative overlay model
dashed curve) compared to a power controlled non-cooperati,, cognitive transmissions in a fading MAC. We formulated

setting. In fact, we are able to achieve a rate pair, which i, hower optimization problems, one with the goal of max-
nearly on the bidirectional cooperation boundary (dasf);domizing the sum rate of the system, and the other with the
which is an upper bound. This result is particularly intér&s 54| of maximizing the secondary user's rate. We obtained
because it gives the PU a solid motivation to allow for cageit ihe analytical expressions of the optimal power allocation
cooperative transmissions from the SU. In fact, other tiaria, policies for both settings, and computed the resulting peyve

where one trades part of the additional rate achieved by they the achievable rates using an iterative algorithm based
PU, for increased rate at the SU, may also be obtained By, the KKT conditions. We analyzed the variation of the
using our proposed policy (by selectiig< o <'1). In the  ,oyers dedicated to different codewords, and showed their
present setup, the secondary user is able to reach the 1gfgipied relationships, as a function of the channel staes.

of 0.144 symbols/transmission while the primary user gets §monstrated that, power control plays a very importaré rol

much higher rat_e, S0 that the sum rate is maximized at 0.333 (4te optimization for our cognitive setup, and espegiall
symbols/transmission. in sum rate maximization: the PU obtains quite remarkable

For SU rate maximization, one has to take into accounfaing thereby justifying its willingness to participate the
the fact that the PU's data rates should be neither beloWynitive setup. Hence, we conclude that, in networks with
nor above the single user optimal value obtained by POWgfsers having advanced cognitive capabilities, user cadiper
control: Hence, first the single user rat_e achievable by the 4 very natural, and promising technique to be employed in
PU using only power control was obtained from the NONg,ninction with traditional cognitive transmission apaches.
cooperative rate region (solid); and this value, i.e., B.17
symbols/transmission, was selected/&s The dotted region REFERENCES
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